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Abstract: A wireless sensor networks consists of spatially 

distributed nodes randomly deployed in a given environment. It 

consists of a sensor, for sensing environmental phenomenon, a 

transceiver for communication purposes, an energy constrained 

power source and a small amount of memory used in storing 

programs that controls the operation of the nodes. Sensors in 

WSN are normally used to gather information from the 

environment, these data are then aggregated and sent to a base 

station. Due to the limited energy and memory capacity of the 

nodes it becomes imperative that the protocol needed to 

aggregate this data must be light weight so as to increase the 

network lifetime. It has been observed that clustering which can 

be defined as dividing the nodes in a network into groups can 

help to minimize the energy consumption of the WSN. The idea 

behind a clustering algorithm is that sensors in a particular 

group sends their data to a cluster head while the cluster heads 

send the aggregated data in the group to the base station instead 

of individual sensors  sending their individual data directly to the 

sink. This paper proposes an improved, distributed, randomized 

clustering algorithm that organizes the sensors in a network into 

hierarchical groups. The algorithm is an improvement over the 

hierarchical clustering algorithm employed currently by 

researchers in literature. The algorithm proved to minimize the 

energy consumption of the network especially in a networks of 

thousands of nodes. We used results in stochastic geometry to 

derive solutions for the values of parameters of our algorithm 

that minimize the total energy spent in the network when all 

sensors report data through the cluster heads to the sink. 

Simulation experiments show an improvement of at least 15% 

over the hierarchical clustering algorithms used in comparison in 

reducing total spent in the network thereby prolonging the 

lifetime of the network. 

Keywords: Sensor Networks; Clustering Methods; Voronoi 

Tessellations; Algorithms. Aggregate, cluster head 

I. INTRODUCTION 

ue to advances witnessed in the manufacture of micro 

electro-mechanical systems, its innovation has led to the 

development of extremely small, low-cost sensors that possess 

sensing, signal processing and wireless communication 

capabilities. The cost of these sensors are much lower than 

traditional wired sensor systems. Two researches that has 

taken advantage of this low cost sensors are, the Smart Dust 

Project at University of California, Berkeley [13, 14, 15] and 

WINS Project at UCLA [1, 16], The size of the sensors are 

approximately 1 cubic millimetre. It is possible to build an ad-

hoc wireless network consisting of large numbers of such 

inexpensive but less reliable and accurate sensors to be used 

in a wide variety of commercial and military applications. 

These applications include target tracking, security, 

environmental monitoring, system control, etc.  The sensors 

are equipped with small batteries with capacity at most 1 

Joule [11] so as to keep the cost and size of these sensors 

small. This development limits both the transmission range 

and the data rate of the sensors. The implication here is that a 

sensor can therefore communicate directly only with other 

sensors that are within its transmission range. In order to 

enable communication between sensors not within each 

other‟s communication range, the sensors form a multi-hop 

communication network. Sensors in these multi-hop networks 

detect events from their environment and then communicate 

the collected information to a central location where 

parameters characterizing these events are estimated. The cost 

of information computation is less than that of transmitting a 

bit [1], therefore it is advantageous to organize the sensors 

into clusters. In the clustered environment, the data gathered 

by the sensors are communicated to the sink through a 

hierarchy of cluster heads. The sink is responsible for 

computing the final estimates of the parameters in question 

using the information communicated by the cluster heads. The 

sink can be a specialized device or just one of these sensors 

itself. In this scenario, a group of sensors communicate their 

information to a cluster head whose distance is much smaller 

to the sink. The energy spent in the network will be much 

lower than the energy spent when every sensor communicate 

directly to the information processing centre (sink).  

Researchers has proposed many clustering algorithms in 

various contexts [2-6, 22-27]. These algorithms are mostly 

heuristic in nature in that they aim at minimizing the number 

of nodes in each cluster so that any node in any cluster is at 

most d hops away from the cluster head. Most of these 

algorithms have a time complexity of O(n) , where n is the 

total number of nodes. Many of them also demand time 

synchronization among the nodes, which makes them suitable 

only for networks with a small number of sensors.  The Max-

Min d-Cluster Algorithm [5] generates d-hop clusters with a 

run-time of O(d) rounds.  However this algorithm does not 

guarantee that the energy used in communicating information 

to the information centre is minimized. The clustering 

algorithm proposed by researchers in [6] aim at maximizing 
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the network lifetime, but it assumes that each node is aware of 

the whole network topology, which is usually impossible for 

wireless sensor networks which have a large number of nodes. 

Many of these clustering algorithms [22, 25, 26, 27] are 

specifically designed with an objective of generating stable 

clusters in environments with mobile nodes. But in a typical 

wireless sensor network, the location of sensors are fixed and 

the instability of clusters due to mobility of sensors is not an 

issue. In a  wireless sensor networks consisting of a large 

number of energy-constrained sensors typically thousands of 

sensors, it becomes imperative to design a light weight 

algorithm that  organize sensors in clusters to minimize the 

energy used to communicate information from all nodes to the 

sink. This paper proposes a light weight randomized, 

distributed algorithm for organizing the sensors in a wireless 

sensor network in a hierarchy of clusters with an objective of 

minimizing the energy spent in communicating the 

information to the sink. Results in stochastic geometry was 

used to derive values of parameters for the algorithm that 

minimize the energy spent in the network of sensors.  

The remainder of the paper is organized as follows: related 

work is reviewed in Section 2,; Section 3 describes the 

stochastic analytical geometry and the algorithm for the 

hierarchical clustering; Section 4 shows the simulation details, 

result and analysis while in section 5, the conclusion and an 

overview of future work were provided. 

II. RELATED WORK 

There are varieties of design goals in wireless sensors 

networks, this includes but not limited to, (i) design of low-

power signal processing architectures, (ii) low-power sensing 

interfaces, (iii) energy efficient wireless media access control 

and routing protocols [3, 19], (iv) low-power security 

protocols and key management architectures [28, 29], (v) 

localization systems [20, 21], etc. According to Gupta and 

Kumar [18], they analysed the capacity of wireless ad hoc 

networks  and thereafter derived the critical power at which a 

node in a wireless ad hoc network should communicate to 

form a connected network with probability of one [19].  Many 

clustering algorithms in various contexts have also been 

proposed in the past [2-6, 22-27], but to the best of our 

knowledge, none of these algorithms have been able to 

minimize the energy spent in the system especially in 

networks consisting of tens of thousands of nodes. Most of 

these algorithms are heuristic in nature and their aim is to 

divide the sensors in the network into groups such that each is 

at  most d hops away from the cluster head. In the scenario 

presented in this paper, generating a cluster of minimal nodes 

cannot guarantee minimum energy usage.  In the Linked 

Cluster Algorithm proposed by the researchers in [2], a node 

with the highest identity among all nodes within one hop of 

itself or among all nodes within one hop of one of its 

neighbours becomes the cluster head.  

The LCA2 was an improvement on the Linked Cluster 

algorithm, [8] in the LCA2 algorithm, the node with the 

lowest id among all nodes that are neither a cluster head nor 

are within 1-hop of the already chosen cluster heads is chosen 

as the cluster head. In the algorithm proposed by researchers 

in [9], a cluster head is chosen as the node with highest degree 

among its 1–hop neighbours.   In [4], the authors proposed a 

distributed algorithm that is similar to the LCA2 algorithm. In 

[27], two load balancing heuristics for mobile ad hoc 

networks were proposed by the authors. When the first 

heuristic is applied to a node-id based clustering algorithm 

like LCA or LCA2, it leads to longer, low-variance cluster 

head duration. The other heuristic is for degree-based 

clustering algorithms. Degree-based algorithms, in 

conjunction with the proposed load balancing heuristic 

produce longer cluster head duration.  The parameters for 

electing a cluster head in the Weighted Clustering Algorithm 

(WCA) includes: (i) the number of neighbours, (ii) 

transmission power, (iii) battery life and (iv) mobility rate of 

the node [26]. The algorithm also restricts the number of 

nodes in a cluster so that the performance of the MAC 

protocol was not degraded.  In the Distributed Clustering 

Algorithm (DCA) [24], it uses weights associated with nodes 

to elect cluster heads. These weights are generic and can be 

defined based on the application. The node with the highest 

weight among its 1-hop neighbours is elected as the cluster 

head. It should be noted that the DCA algorithm is suitable for 

networks in which nodes are static or moving at a very low 

speed. The Distributed and Mobility-Adaptive Clustering 

Algorithm (DMAC) is a modification to the DCA algorithm 

which incorporate high mobility sensors during or after the 

cluster set-up phase [25].  The algorithm described in the 

paper generates 1-hop clusters and require synchronized 

clocks and have a complexity of O(n) . This makes them 

suitable only for networks with a small number of nodes. The 

time complexity of the Max-Min d-cluster algorithm proposed 

by researchers in [5] is o(d) rounds. This algorithm generates 

fewer clusters [5], does not require clock synchronization and 

achieves better load balancing among the cluster heads, than 

the LCA and LCA2 algorithms. The researchers in [6] 

proposed a clustering algorithm that aims at maximizing the 

lifetime of the network by determining optimal cluster size 

and optimal assignment of nodes to cluster heads. Their 

proposal assumes a priori knowledge of the number and 

location of the cluster heads, this is however not possible in 

all scenarios. The algorithm also requires that each node be 

aware of the complete topology of the network, which is 

generally not possible in the context of large sensor networks.  

McDonald et al [22] proposed a distributed clustering 

algorithm for mobile ad hoc networks that ensures that the 

probability of mutual reachability between any two nodes in a 

cluster is bounded over time. The researchers in [10], 

designed a 2-level hierarchical telecommunication network in 

which the nodes at each level are distributed according to two 

independent homogeneous Poisson point processes and the 
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nodes of one level are connected to the closest node of the 

next higher level. They later studied the moments and tail of 

the distributions of characteristics such as the number of lower 

level nodes connected to a particular higher level node and the 

total length of segments connecting the lower level nodes to 

the higher level node in the hierarchy. The results presented in 

their paper was used to obtain the optimal parameters for the 

algorithm used in this paper. Baccelli and Zuyev [12] 

extended the above study to hierarchical telecommunication 

networks with more than two levels. They designed a network 

in which a list of subscribers at the lowest level are connected 

to concentration points at the highest level, directly or 

indirectly through distribution points. These subscribers, 

distribution points and the concentrators form the three levels 

in the hierarchy and are distributed according to independent 

homogeneous Poisson processes. Now assuming that a node is 

connected to the closest node of the next higher level, point 

processes and stochastic geometry was used to determine the 

average cost of connecting nodes in the network as a function 

of the intensity of the Poisson processes governing the 

distribution of nodes at various levels in the network. With 

this they derived the intensity of the Poisson process of 

distribution points (as a function of the intensities of the 

Poisson processes of subscribers and concentration points) 

that minimizes this cost function. The results obtained from 

this was then extended for non-purely hierarchical models in 

order to derive the optimal intensity of Poisson process of 

distribution points when the numeric values of the intensities 

of other two processes was given. With this they were able to 

generalize the cost function for networks with more than three 

levels. Seema and Edward [26] proposed a hierarchical 

clustering algorithm (HCA) for micro-sensor networks in 

which the sensors with certain range of probability elect 

themselves as cluster heads and broadcast their decisions. The 

other sensors within the sensor‟s transmission range join the 

cluster head that requires minimum communication energy. 

They employed stochastic geometry to analyse the maximum 

hop count and maximum number of nodes allowable in a 

cluster to reduce total energy spent by sensors in the network. 

They later extended their protocol for hierarchical cluster head 

formation. Some of the analytical formulations and algorithms 

used in this paper were similar to those used in the HCA 

algorithm. HCA led to reduction in total energy expended by 

sensors in the network, however certain procedure in their 

algorithm for forming clusters may lead to reducing the 

network life time. This is the area that this paper intend to 

address. The shortcoming of the HCA algorithm is that it 

allows only 1-hop clusters to be formed, which might lead to a 

large number of clusters. Simulation results were provided 

showing how the energy spent in the system changes with the 

number of clusters formed and have observed that, there is a 

number of clusters that minimizes the energy spent for a given 

density of nodes. The algorithm is run periodically, and for 

each period, the probability of becoming a cluster head is 

chosen to ensure that every node becomes a cluster head at 

least once within 1/p rounds, where p is the desired percentage 

of cluster heads. This distribution ensures that none of the 

sensors are overloaded due to the added responsibility of 

being a cluster head. In [26], the authors assumed that the 

sensors are capable of being in different modes: (i) active 

mode, (ii) idle mode and (iii) sleep mode. This is needed so as 

to conserve the energy of the sensors. The sensors will only be 

in active mode when they have data to transmit, the idle or 

listening mode is activated when they need to sense signals 

from their environment, while the sleep mode is activated 

when the sensors are neither transmitting data nor sensing 

signals. Also when they are in active mode, they have the 

capability of tuning the power at which they transmit and they 

communicate with power enough to achieve acceptable 

signal-to-noise ratio at the receiver. In this paper the sensors 

are assumed to be simple and homogeneous, i.e. they transmit 

at a fixed power level. A probabilistic approach was also 

employed to determine when the sensors transits between the 

three modes, i.e. idle listening, active and sleep modes. This 

probabilistic function was based on the history of sensing in 

the network. Data between two communicating sensors not 

within each other‟s radio range is forwarded by other sensors 

in the network. In the simulation experiments performed by 

authors, in [26], it was observed that in a network with one 

level of clustering, there was an optimal number of cluster 

heads that minimizes the energy used in the network. This 

paper adopts the results provided in [26] to obtain the optimal 

number of cluster heads at each level of clustering 

analytically, this was then extended using our algorithm to 

generate one or more levels of clustering.   

III. A NEW, ENERGY-EFFICIENT, SINGLE-LEVEL 

CLUSTERING ALGORITHM 

A. Algorithm  

With probability p, each sensor that are at most distance d 

from the centre of the cluster becomes a cluster head (CH) (d 

is less than the transmission radius of the sensor) and 

advertises itself as a cluster head to the sensors within its radio 

range. These cluster heads are called the volunteer cluster 

heads. This advertisement is forwarded to all the sensors that 

are no more than k hops away from the cluster head. Any 

sensor that receives such advertisements and is not itself a 

cluster head joins the cluster of the closest cluster head. Any 

sensor that is neither a cluster head nor has joined any cluster 

itself is removed from the network. This is in fact the 

modification made to the previous researcher‟s work in [26]. 

The idea behind this modification is that any mode that is not 

k hops away from a volunteer cluster head will require a lot of 

energy to transmit data packets to the processing centre and 

hence may cause a weak link in the network which might lead 

to shorter lifetime of the network. This can be inferred if a 

sensor does not receive a CH advertisement within time 

duration t (where t units is the time required for data to reach 

the cluster head from any sensor k hops away) it then means 
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that it is not within k hops of any volunteer cluster head and 

hence excluded from the network. Moreover since data 

packets in WSN most often represent redundant data, the 

exclusion of these sensors will have minimal effect on the 

efficiency of the network as will be deduced from the 

simulation experiments in the next section. In the previous 

researcher‟s algorithm, any sensors not within k hop of a 

volunteer cluster head becomes a cluster head; these were 

referred to as the forced cluster heads. Moreover, since all the 

sensors within a cluster are at most k hops away from the 

cluster-head, the cluster head can transmit the aggregated 

information to the processing centre after every t units of time.  

This places limits on the number of hops allowed from any 

sensor to its cluster head which enable the cluster heads to 

schedule their transmissions therefore helping the sensors 

transit between its three modes of sensing as explained earlier.  

The flowchart for the single level cluster formation is shown 

in figure 1. 

The algorithm described above is a distributed algorithm and 

does not require clock synchronization between the sensors.  

It should be noticed that the energy required by the cluster 

head to transmit the aggregated data from the sensors in their 

individual clusters to the sink will depend on the parameters p 

and k of our algorithm. The aim of this paper is to make a 

WSN easily scalable by organizing its sensors into clusters so 

as to minimize energy consumption, hence it is imperative to 

find the values of the parameters p and k in our algorithm that 

would ensure minimization of energy consumption. The 

optimal values of p and k are derived in the next subsection.  

 

Fig. 1.   Flowchart for single level (Hierarchical) cluster formation 

B. Formulation of Optimal Parameters for the Algorithm  

The following assumptions were made in order to determine 

the optimal parameters for the algorithm proposed in this 

paper.  

a) The distribution of the sensors in the WSN follows a 

spatial Poisson process of intensity α in a 2-

dimensional space. The sensors are also homogeneous, 

i.e. they all have the same amount of energy. 

b) When data is exchanged between two communicating 

sensors outside their communication (radio) range, 

such data is forwarded by other sensors.  

c)  If the distance between any sensor and its cluster head 

is d, this is equivalent to d/r hops.  

e) For each sensor, 1 unit of energy is used to transmit or 

receive 1 unit of data.  

e) A routing infrastructure is embedded in the algorithm, 

hence end to end communication between sensors 

involves only the sensors on the routing path.  

f) Before the clustering algorithm is activated, a security 

mechanism is performed on the sensors in the network, 

(this is beyond the scope of this paper) so as to ensure 

that the communication environment is contention and 

error-free as such, sensors do not have to retransmit 

any data.   

     The need for the derivation of the optimal parameter 

values is to define a function for the energy used in the 

network to communicate information to the 

information-processing centre (sink) and then find the 

values of parameters (p and k) that would minimize it. 

C.    Computation of the Optimal Probability of Becoming 

a Cluster Head:  

As said earlier, the sensors are distributed according to a 

homogeneous spatial Poisson process therefore, the number of 

sensors in a square area of side 2b is a Poisson random 

variable, N with mean λB, where B = 4b
2
. If there are m 

sensors in this area, and the sink is also located at the centre of 

the square. The probability of becoming a cluster head is p, 

therefore on average, mp sensors will become cluster heads. 

Let F be a random variable that denotes the length of the 

segment from a sensor located at (xi, yi), i = 1,2,……m to the 

processing centre. Without loss of generality, we assume that 

the processing centre is located at the centre of the square 

area. Then,   
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E[Fi | N = n] =   𝑥𝑖
2

𝐵
 + 𝑦𝑖

2  
1

4𝑏2   dB = 0.765b            (1)                              

From the above explanation, there will be an average of mp 

cluster heads (CH) and the location of any CH is independent 

of the locations of other CHs, the total length of the segments 

from all these CHs to the processing centre is 0.765mpb. 

It has already been stated that a sensor becomes a cluster head 

with probability p, and both the cluster heads and  non-cluster 

heads follows a homogeneous spatial Poisson processes 

distribution PP1 and PP0 of intensity λ1= pλ and λ0 = (1 – p)λ  

respectively.  In the mean time it is assumed that there is no 

limit to the maximum number of hops in the clusters. Each 

non-cluster head joins the cluster of the closest cluster head to 

form a Voronoi tessellation [8].  

The plane is thus divided into zones called the Voronoi cells, 

each cell corresponding to a PP1 process point, called its 

nucleus. If Ni is the random variable denoting the number of 

PP0 process points in each Voronoi cell and Li is the total 

length of all segments connecting the PP0 process points to the 

nucleus in a Voronoi cell, then according to results in [9],   

E[Nv | N = m] ≈ E[Nv] = 
𝛽0

𝛽1
                              (2)                                                                         

E[Lv | N = m] ≈ E[Lv] = 
𝛽0

2𝛽13/2       (3)  

If C1 is defined to be the total energy used by the sensors in a 

Voronoi cell to communicate one unit of data to the cluster 

head. Then,   

E[C1  | N = m ] = 
𝐸 𝐿𝑣 𝑁=𝑚 ]

𝑟
                    (4)        

If C2 is defined to be the total energy spent by all the sensors 

in communicating 1 unit of data to their respective cluster 

heads, as said earlier, there are mp cells, therefore the 

expected value of C2 conditioned on N, is given by  

E[C2 | N = m] = mpE[C1 | N = m ].       (5)                                                          

If the total energy spent by the cluster heads to communicate 

the aggregated information to the processing centre is denoted 

by C3, then,  

E[C3 | N = m ] =  
0.7647𝑚𝑝𝑏

𝑟
   (6)  

If C is defined to be the total energy spent in the system, then,   

.E[C | N = m ] = E[C2 | N = m ] + E[C3 | N = m ]   

= 
𝑚𝑝

𝑟

(1−𝑝)

2𝑝3/2 𝛽
  +  

0.7647𝑚𝑝𝑏

𝑟
                      (7)                                                            

Removing the conditioning on N yields:  

E[C] = E[E[C | N = m ]] 

= E[N] 
1−𝑝

2𝑟 𝑝𝛽
 +   

0,7647𝑝𝑏

𝑟
  

= βB 
1−𝑝

2𝑟 𝑝𝛽
 +   

0,7647𝑝𝑏

𝑟
    (8) 

From this equation, E[C] is the minimized value of p which is 

a solution of   

  cp
3/2 

– p – 1 = 0         (9)                                                                

Equation 9 has three roots, two of them are imaginary. The 

value of the second derivative of the above function is 

positive for the only real root of equation 9 and therefore will 

minimize the energy spent.  The only real root of equation 9 is 

given by: 

P = 

 
1

3𝑐
+ 

 2
3

3𝑐 2+27𝑐2+ 3 3𝑐 27𝑐2+ 4)

1
3 

+ 
2+ 27𝑐2+ 3 3𝑐 27𝑐2+ 4)1/3

3𝑐
∗

132    (10) 

D.      Computation of the range of hops allowed within a                        

          cluster 

It should be noticed that in the model described above, a limit 

or range was not placed on the number of hops (k) allowable 

within a cluster. However this will be needed for two reasons: 

(i) to enable a synchronous communication between the 

cluster members and the cluster head and (ii) to prolong the 

lifetime of the WSN. This second reason is the improvement 

proffered over the previous researcher‟s work because, we 

argue here that having less than three sensors to make a 

cluster will result in high energy consumption for 

communication between such sensors and the sinks, as 

frequent communication exchange will be done between such 

sensors and the sinks (processing centre) thereby leading to 

quick energy drain and lower network lifetime. Allowing 

isolated nodes to form cluster heads as propounded by the 

previous researcher will only serve to lower the network 

lifetime as validated from the simulation results in the next 

section. As a result of this, the minimum number of sensors 

allowed in a cluster is three. 

Now we will define a formula to find the maximum possible 

distance (call it Rmax ) at which a PP0 process point can be 

from its nucleus in a Voronoi cell, we can find the maximum 

value of k by assuming that a distance Rmax from the nucleus 

is equivalent to Rmax/r hops. Similarly by setting k = Rmax/r  

will also ensure that the number of sensors in the cluster 

almost  will easily converge to a central value. However 

getting a fixed value of Rmax is not possible, and therefore one 

cannot say with certainty that any point of PP0 process will be 

at the most Rmax distance away from its nucleus in the Voronoi 
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Tessellation. A probabilistic approach will now be adopted. 

Rmax will be set to a value such that the probability that any 

point more than distance Rmax from a PP0 process to all points 

of PP1 process is very small.  Using this value of Rmax, will 

ensure that the probability of any sensor being more than k 

hops away from all cluster heads will be very small. 

 

Assume that the radius the radius of the minimal ball centred 

at the nucleus of a Voronoi cell is Ωm, which contains the 

Voronoi cell. Ωp is defined to be the probability that Ωm is 

greater than a certain value R , i.e. ΩR = P(ΩM > R)  It can be 

proved  that  

ΩR ≤ 7 exp(-1.09ƛ1R
2
) [10], If Rα is the value of Rsuch    

Ωp is less than α , then 

 

        Rα  ≤  
− 0.9172ln(∝ /7)

𝑝1𝛽
     (11) 

From equation 11 it can then be shown that the expected 

number of sensors that will 

not join any cluster is αn if we set 

 

           k1 = 
1

𝑟
 

− 0.9172 ln (
𝛼

7
)

𝑝1  𝛽
    (12) 

In order to ensure minimum energy consumption, a very small 

value for α will be used , this means that the probability that 

all sensors will be within k hops from at least one cluster head 

will be very high. 

When α = 0.001 and the values of p and k are computed 

according to equations (10) and (12), Assuming we have a 

network of 1000 sensors, on an average 1sensor will not join 

any cluster heads, this again validates the idea or the 

improvement proposed in this paper that any sensor not within 

radius Rmax from any cluster head will be excluded from the 

network. In the previous researchers work [26] the isolated 

sensors is made to be a forced cluster head. This is the 

weakness in the protocol and it leads to a reduction in the 

network lifetime as will be shown in the simulation 

experiments in the next section. Also considering the previous 

researcher‟s work, the optimal value of p for a network with 

1000 nodes in an area of 100 sq. units is 0.008; this means 8 

nodes will become forced cluster heads on the average. These 

isolated sensors was excluded in this work. 

IV. SIMULATION EXPERIMENTS AND RESULTS 

The algorithm described in section IIIA was simulated using 

MATLAB for networks with varying sensor density d (i.e. 

number of sensors per cluster) and with different values of the 

parameters p and k.  

The communication range for each sensor in all simulations 

was assumed to be 1 unit. The output of the first set of these 

simulations is shown in Fig 2. with parameters p and k set to 

between 0.1 and 2 on a network of 500 sensors distributed 

uniformly in a square area of 100 square units.  In order to 

validate the fact that the optimal values of the parameters p 

and k used in the algorithms computed according to equations 

10 and 12 actually minimize the energy spent in the system, 

the clustering algorithm was simulated on sensor networks 

with 500, 1000 and 2000 sensors in a square area of 100 sq. 

units wherein the sensors were distributed uniformly. Without 

loss of generality, it is assumed that a cost of 1 unit of energy 

is required for transmitting 1 unit of data. Also the processing 

centre (sink) is assumed to be located at the centre of the 

square area. The first set of simulation experiments used a 

range of values as the probability (p) of a sensor within a 

cluster to become a cluster head using the algorithm proposed 

in Section III. The maximum number of hops (k) in each 

cluster required for each set of probability values was also 

computed using equation 12. These values were used for the 

maximum number of hops allowed in a cluster in the 

simulations. Fig. 3 shows the results of these simulations. 

Each of the data point in Fig. 3 corresponds to the average 

energy consumption over 500 experiments. It can be deduced 

from Fig. 3. that the energy spent in the network is lowest at 

the optimal values of the parameter p computed theoretically 

using equation 10 (This  optimal value is referred to as opt p), 

These values  are given in Table I for 500, 1000, 2000 and 

3000 sensors in the network.  

 

Fig. 2.  Simulation output of a single level clustering algorithm 

The time complexity for most of the clustering algorithms in 

the literature (LCA [2], LCA2 [8] and the Highest Degree [9, 

23] algorithms) are  O(n) , hence they are not realistic for a 

constrained sensor networks that have large number of 
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sensors. The time complexity for The Max- Min d-Cluster 

Algorithm [5] is O(d), this may be acceptable for large 

networks. The time complexity for the Hierarchy clustering 

algorithm (HCA) herein referred to as the previous researcher 

is log.O(d). Based on this facts the Improved Hierarchy 

clustering algorithm proposed in this paper (IHCA) is 

compared with the Max-Min d-Cluster Algorithm (for d = 

2,3,4,)and the Hierarchy clustering algorithm. The 

performance measure used in the simulation was total energy 

spent in the system. The experiments were conducted for 

networks of different densities. The probability of becoming 

cluster head computed from the optimal value (opt p) using 

equation 10 was used for each network density. The 

theoretical computation was also used to compute the size of 

each cluster. For the simulation analysis, the probability of the 

sensors in each cluster to assume cluster head status was set to 

the optimal value using equation 10, similarly the maximum 

number of hops (k ) allowed between any sensor and its 

cluster head was equal to the value calculated using opt p in 

equation 12.  

Table 1.  Parameters for Minimizing Energy in the Algorithm 

Number of 
Sensors (n) 

Spatial Density 
(d) 

Probability (opt P) 

Maximum 

number of 

Hops  (k) 

500 5 0.10123 5 

1000 10 0.07921 4 

1500 15 0.06883 3 

2000 20 0.06224 3 

2500 25 0.05761 3 

3000 30 0.05412 3 

Table 1 shows the computed values of opt p and the 

corresponding values of maximum number of hops (k) in a 

cluster for networks of various densities. Fig 4 shows the 

results of the simulation experiments based on the comparison 

of the Max-Min d-algorithm with the Hierarchical clustering 

algorithm (HCA) and the Improved Hierarchical clustering 

algorithm (IHCA) proposed in this paper. From Fig 4, it can 

be deduced that the IHCA on the average, reduced the total 

energy spent by 12% compared to HCA and by 42% and 48% 

compared to the Max-Min d-clustering algorithm with d = 2 

and 3 respectively. This reduction can be attributed to the 

setting the values for allowable number of sensors in a cluster 

to between 3 and k as opposed to the partially opened cluster 

size used in HCA.  It can also be observed that the energy 

savings increases as the density of sensors in the network 

increases. This can also be attributed to the fact that an 

increase in the density of sensors will lead to more isolated 

sensors in the networks.  

 

Fig.3 . Probability of becoming a cluster head and Total Energy Spent 

 

Fig. 4.  Comparison of IHCA with HCA and the Max-Min D-Cluster 
Algorithms . 

Isolated sensors here are defined as sensors without neighbour 

nodes within their transmission range. Such isolated sensors 

further reduce the network lifespan, hence the progressive 

increase in energy savings in IHCA as compared to HCA as 

network density increases. 

A. An Energy-Efficient, Hierarchical Clustering Algorithm  

In the previous section we designed an analytical model for 

one level of clustering, this model will be extended for the 

design of different levels of clustering herein defined as 

hierarchical clustering algorithm. It will be assumed that there 

are m levels in the clustering hierarchy with level 1 being the 

lowest level and level m being the highest. In this scenario, 

the sensors in the first level communicate the gathered data to 

level-1 cluster heads (CHs). This level-1 CHs now aggregate 

the data and communicate the compressed version of the 

aggregated data to level-2 CHs and so on (the compression 

algorithm is beyond the scope of this paper, it is however 
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assumed that it is such as would not be cumbersome for the 

memory constrained sensors). Finally, the level-m CHs 

communicate the aggregated data or compressed version of 

the aggregated data to the processing centre. The cost of 

communicating the information from the sensors to the 

processing centre (sink) is the sum of the energy spent by the 

sensors to communicate the information to level-1 cluster 

heads (CHs), and the energy spent by the level-1 CHs to 

communicate the aggregated information to level-2 CHs, …, 

up to and including the energy spent by the level-m CHs to 

communicate the aggregated information to the information 

processing centre.   

B      Algorithm  

This algorithm works in a bottom-up fashion. The level-1 

cluster heads are first elected, the level-2 cluster heads, then 

level-3 cluster heads, and so on. The processes for choosing 

the level-1 cluster heads are as follows. As opposed to the 

previous researcher‟s method, where each sensor in  level-1 

becomes a CH with probability p1, after which it advertises 

itself as a cluster head to the sensors within its radio range, in 

this paper, only sensors closer to the centre of the cluster can 

be elected as cluster heads. This has the advantage of reducing 

the overhead in initially choosing a cluster head for a given 

cluster hierarchy. It is also assumed that making the cluster 

head to be at the centre will reduce transmission energy 

consumption within the cluster. The few qualified sensors 

within the cluster then advertise themselves by forwarding the 

control packet to all the sensors within k hops of the 

advertising CH. Each sensor that receives an advertisement 

joins the cluster of the closest level-1 CH; any sensor without 

any neighbour within its transmission range is excluded from 

the network. The next step involves the  election of level-2 

CHs from Level-1 CHs. The level-2 CH is elected from the 

pool of leval-1 CH with probability p2. and thereafter 

broadcast their decision of becoming a level-2 CH. This 

decision is forwarded to all the sensors within k2 hops. The 

level-1 CHs that receive the advertisements from level-2 CHs 

joins the cluster of the closest level-2 CH. All other level-1 

CHs become forced level-2 CHs, this is a deviation from our 

earlier assertion of excluding such sensors because in this case 

these particular set of sensors contain compressed aggregated 

data from other sensors, and it may be catastrophic o exclude 

such from the network. Cluster heads at level 3,4,…..,m are 

chosen in similar fashion, with probabilities p3,p4,….pm 

respectively, to generate a hierarchy of CHs, wherein any 

level-i CH is also a CH of level (i-1), (i-2),…, 1. The 

flowchart for the multiple level cluster head formation is 

shown in Fig. 5.  

 

Fig. 5.   Flowchart for multiple level (Hierarchical) cluster formation 

C    Determining Optimal parameters for hierarchical 

clustering algorithm 

The energy required to transmit the aggregated data by the 

sensors to the information processing centre through the 

hierarchy of cluster heads will depend on the maximum 

number of hops within a cluster and probabilities of becoming 

a cluster head at each level in the hierarchy. In this subsection, 

the optimal values for the parameters of the algorithm 

described in Section IV-A will be obtained, such as would 

minimize this energy consumption.  In order to achieve this, 

the same assumptions that was made as in Section 3B will be 

used. As pointed out in section 3B, the sensors are points of a 

homogeneous Poisson process of intensity λ , the number of 

sensors in a square area of side 2b is a Poisson random 

variable (assume this to be N ) with mean λA , where A = 

4b
2
is the area of the square. For a particular realization of the 

process, it was assumed that there are n sensors in this area. 

The following definitions are also given:  

Ni: Number of sensors in a level-i cluster,  

Li: Sum of distances between the members of a level-i cluster 

and their level-i CH,  
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Hi: Number of hops from a member to its CH in a typical 

level-i cluster,   

TCHi: Total number of level-i CHs,  

Ci: Total cost of communicating information from all level-i 

CHs to the level-(i+1) CHs, and  

C: Total cost of communicating information from the sensors 

to the data processing centre through the hierarchy of cluster 

heads generated by the clustering algorithms.  

As previously stated in the proposed algorithm, the sensors 

elect themselves as level-1 CH with probabilities p1 and the 

level-i CHs elect themselves as level-(i+1) CHs with 

probability pi+1, I = 1,2,,…(m-1).  

Therefore, using the properties of the Poisson process, level-i 

CHs, I = 1,2,…,m  are governed by homogeneous Poisson 

processes of intensities, λi1 = λ 𝑝𝑗
𝑖
𝑖−1 . Using similar 

arguments to those in Section 3A,  the sum total of distance of 

level-(i-1) CHs from a level-i CH, I =2,3,….,m in a typical 

level-i cluster is given by  

E[Li⃒ N = n] = 
(1−𝑝𝑖  )𝜆  𝑝𝑗

𝑖−1
𝑗=1

2 𝜆  𝑝𝑗
𝑖
𝑗=1 }3/2 

        (13)   

The expected number of level-(i-1) CHs in a typical level-i  

cluster is given by  

E[Ni⃒ N = n] = 
1−𝑝𝑖

𝑝𝑖
   (14) 

      

The expected number of hops between a level-(i- 1) CH and 

its level-i CH in a typical level-i cluster is therefore given by   

E[Hi | N = m] =  
1

𝑟

𝐸[𝐿𝑖 |𝑁=𝑚

𝐸[𝑁𝑖 |𝑁=𝑚
     

=   
1

2𝑟 𝛽  𝑝𝑗
𝑖
𝑗=1

     (15)  

The expected number of level-i CHs is given by  

E[TCHi | N = m] = n 𝑝𝑗
𝑖
𝑗 =1   (16)  

Therefore the total expected cost of communicating 

information from all the level-(i-1) CHs to their respective 

level-i CHs, I = 2,……., (h – 1), h is given by    

E[Ci – 1 | N = m] = E[TCHi | N = m]E[Ni | N  

=  m[E[Hi⃒ N = m]                  (17) 

The total cost of the expected value of communicating 

information from all the sensors in the network to their level-1 

CHs is given by   

E[C0⃒ N = m] = E[TCHi⃒ N = m]E[Ni⃒ N  

= n]E[Hi | N = m]                        (18) 

Therefore the total expected cost of communicating 

information from all the sensors in the network to the 

processing centre (sink) in the clustered environment is given 

by:  

E[C ⃒ N = m] = n 𝑝𝑖
𝑚
𝑖=1  

0.7647𝑎

𝑟
  +  𝐸[𝐶𝑖

𝑚−1
𝑖=0 ⃒ N = m] 

=  n 𝑝𝑖
𝑚
𝑖=1  

0.7647𝑎

𝑟
  +  

n  1 − 𝑝𝑖  (𝑝𝑗
𝑖−1
𝑗 =1

𝑚
𝑖=1 )  

1

2𝑟 𝛽  𝑝𝑗
𝑖
𝑗=1

                          (19) 

By un-conditioning on N , we find:  

E[C] = E[E[C ⃒N = m] = βA 𝑝𝑖
𝑚
𝑖=1  

0.7647𝑎

𝑟
  

+ 𝛽𝐴  1 − 𝑝𝑖  (𝑝𝑗
𝑖−1
𝑗 =1

𝑚
𝑖=1 )  

1

2𝑟 𝛽  𝑝𝑗
𝑖
𝑗=1

    (20) 

The function depicted in 20 has a very complex form, A 

MATLAB plot of the function shows that it has many minima 

points. Hence the analytical solution of the expression in 

equation 20 cannot be obtained. We thus switch to a 

numerical solution. This can be obtained by substituting the 

optimal probability obtained from equation 12 into the 

equation shown below: 

K1 =  
1

𝑟
 

−0.9172 𝑖𝑛(
𝛼

7
)

𝜆𝑖  𝑝𝑗𝑗=1

    (21)  

From (21) α denotes the probability that the number of hops 

between a member and its  cluster head in a level-i cluster is 

more than ki   i = 1,2,……,m. 

D.    Numerical Results and Simulations  

In this section, an analysis is made as regards the simulation 

experiments performed with respect to the algorithm 

described in section IVA. The sensors were distributed 

uniformly with various spatial densities. It was assumed that 

in order to communicate 1 unit of data, 1 unit of energy will 

be spent. This algorithm was used to generate a clustering 

hierarchy with different number of levels. A comparison of 

Energy consumption involving various levels of clustering 

was done with the HCA and the IHCA clustering algorithm 

proposed in this paper. From figure 6 it can be deduced that 

IHCA outperform HCA in terms of reduction in total energy 

spent by 24%. It can also be seen that in both algorithms, the 

total energy spent decreases as the number of levels in the 
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hierarchy increase. This means that the Hierarchical clustering 

algorithm is preferred to single level clustering algorithm 

especially when the size of the network is large which also 

means the number of sensors will be high especially in 

thousands. 

 

Fig. 6.  Total Energy Spent vs. number of levels in the clustering hierarchy in 

a network of 25000 sensors with communication radiir distributed in a square 

area of 5000 sq. units. 

It can also be deduced from Fig 6 that there was reduction in 

total energy spent for network of sensors with higher 

communication radius. The reason for this is because, the 

higher the communication radius, the lower the number of 

hops required for data to reach individual cluster heads .This 

also translates to lower number of hops to get to the 

processing center (sink). In Fig 7, an increase in the number of 

hierarchies also led to a more significant reduction in the 

energy savings.  

 
 

Fig. 7.  Total Energy Spent vs. number of levels in the clustering hierarchy in 

a network of 25000 sensors of communication radius 2 distributed with  
spatial density λ. 

The reason for this is because, the clustering algorithm with 

higher levels of clustering signifies that transmission of data is 

distributed among many labels as opposed to a single level.. 

Hence there is bound to be a reduction in transmission 

distance because many clusters will be closer to the 

processing centre as opposed to a single level where the single 

cluster may be far and therefore incur a lot of energy 

dissipation.. In terms of energy savings the hierarchical 

clustering, IHCA outperforms HCA by 26%. 

Finally from Fig 6 and Fig 7, the energy consumption is 

minimized when the number of hierarchical levels is 5 

irrespective of the density of sensors and their communication 

radius. Therefore if one chooses to store the numerically 

computed values of optimal probability in the sensor memory, 

only a small amount of memory would be needed.  

It must be stated here that the sensors that are elected cluster 

head in the two algorithms proposed in this paper spends more 

energy than the other sensors within their respective clusters. 

In this vein it will be necessary to run the clustering algorithm 

periodically as proposed in [5], so as to enable load balancing. 

Another possibility is that cluster heads trigger the clustering 

algorithm when their energy levels fall below a certain 

threshold.    

V.   CONCLUSIONS AND FUTURE WORK 

This paper proposed a distributed algorithm for organizing 

sensors into a hierarchy of clusters with an objective of 

minimizing the total energy spent in the system to 

communicate the information gathered by these sensors to the 

information-processing center. The optimal parameter values 

for these algorithms that minimize the energy 

spent in the network have been analytically determined. In a 

contention-free environment, the IHCA  algorithm as a time 

complexity of O(log(K1 + K2 +,,,,,Kn)) an improvement of 

O(K1 + K2 +,,,,,Kn) in th HCA algorithm and a significant 

improvement over the time complexity of O(n) in  the 

algorithms proposed in [2,3,4,8,9]. This makes the new 

algorithm suitable for networks of very large number of 

nodes. In this paper, it was assumed that the communication 

environment is contention and error free; in future an 

underlying medium access protocol will be considered and an 

investigation on how that would affect the optimal 

probabilities of becoming a cluster head and the run-time of 

the algorithm will be performed. 
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