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Abstract 

The aim of this research is to develop a system that can automatically detect and classify seven different types of dry bean seeds 

using data captured by a high-resolution camera. This system can help farmers determine the quality of their crop and optimize 

production. It can also be used for other agricultural applications, such as identifying defects or pests. The system will use a 

combination of image processing techniques, such as color segmentation and feature extraction, and machine learning algorithms, 

such as support vector machines and decision trees, to accurately classify bean seeds into their corresponding categories. The 

system will be evaluated using a dataset of images of bean seeds and the results will be compared to those obtained by human 

experts. The performance of the system will be measured in terms of accuracy, sensitivity, and specificity. The developed system 

will provide a more accurate and efficient way to classify bean seeds, which will lead to improved decision making in agriculture. 

In addition, the techniques used in this system can be applied to other agricultural applications, such as fruit and vegetable 

recognition. 
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1.0 Introduction 

Bean seed sorting is an important task in agriculture, as it helps farmers determine the quality of their crop and optimize 

production. In this paper, we propose a system for automatically detecting and classifying seven different types of bean seeds, 

based on data captured with a high-resolution camera. Our system uses a combination of image processing and machine learning 

techniques to accurately classify bean seeds into their respective categories. 

In this paper, seven different varieties of dry beans were employed, with consideration given to characteristics including form, 

shape, type, and structure considering the market environment. A computer vision system was developed to distinguish between 

seven different registered varieties of dry beans with similar features to achieve uniform seed categorization. A high-resolution 

camera was used to capture photos of 13,611 grains from 7 different registered dry bean varieties for the classification model. The 

segmentation and feature extraction steps of the computer vision system's bean image processing produced a total of 16 features 

from the grains: 12 dimensions and 4 shape types. Particularly when it comes to identifying difficult differences between different 

types of beans in summary dry bean image classification problem [1]. 

The methods and techniques to be deployed in this coursework are majorly machine learning methods. I am adopting random 

forest and decision tree; all are classifiers based on the problems we are solving which is a classification problem. The Ran Forest 

Classifier, Decision Tree Classifier are one of ML model that perform well on classification problem and distribution of inbalance 

data can be fixed by them using the cross validation/Random Search CV improve the performance of the models. The decision tree 

model result will compare with research work/journal work and the random forest model will be the benchmark. 

2. Methods and techniques 

2.1 Ensemble Methods 

Random Forest Classifier: Random Forest is an ensemble learning method that builds multiple decision trees and combines them 

to make predictions. It is known for its high accuracy, robustness, and ability to handle large datasets. Random Forest can handle 

both classification and regression problems, and it is also effective in dealing with missing data and outliers. It is less prone to 

overfitting than decision trees, but it can be slower to train and predict due to the large no. of trees.[2] 

 

The importance of feature i as determined by all the trees in the Random Forest model is represented by RFfi sub(i). The 

normalised feature significance for i in tree j is given by normfi sub(ij), and T is the total number of trees. 

Decision Tree Classifier: is a classification algorithm that is part of the scikit-learn library in  Python. It is on the concept of a 

decision tree, which is a tree-like model of decisions and their possible consequences. In the context of the Decision Tree 
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Classifier, the tree is built by recursively partitioning the input data based on the values of different features. At each node in the 

tree, a decision is made based on the value of one of the features, and the data is split into two groups based on the decision. This 

process is repeated recursively on each subset of data until a stopping criterion is met, such as a maximum depth of the tree or a 

minimum number of samples required to make a split. One of the main advantages of the Decision Tree Classifier algorithm is that 

it can capture complex non-linear relationships between the features and the target variable. [2] 

 

w sub(j) is the weighted number of samples that reach node j, and ni sub(j) is the importance of node j. Left(j) is the child node 

from the left split on node j, and C sub(j) is the impurity value of node j. child node from the right split on node j, right(j) 

The two classifiers are imported from the sklearn python library. 

2.2 Evaluation Metrics 

 

Confusion Matrix: As the name implies, Confusion Matrix provides us with a matrix as an output that describes the entire 

performance of the model. Which are represented as True Positives: Situations in which we made a prediction of "YES" and the 

result was also "YES." True Negatives: Situations in which we anticipated NO but the result was NO. False Positives: The 

instances in which we projected that the outcome would be YES but it was really NO. False Negatives: Situations in which we 

expected a NO result but the final result was a YES. 

Accuracy Score: Taking the average of the numbers along the "main diagonal" will yield the matrix's accuracy. [3] 

 

Precision Score: The ratio of accurate positive discoveries to those that the classifier expected to be positive is used to calculate 

it. [3] 

 

F1 Score: The F1 Score is used to determine how correctness accuracy. [3,4,5] 

 

Cross Validation Score: Evaluate a score by cross-validation. These are evaluation based on the general performance of each 

model in question. 

Recall Score: To compute it, divide the total number by of relevant samples (all samples that ought to have been classified as 

positive) by the number of accurate positive results. [6,7] 

1. Findings and Presentations 

3.1 General Exploratory Analysis 

 

Duplicate row was identified in a dataset. This duplicate dataset could cause skew statistical analysis or machine learning 

algorithms, as they may artificially inflate the significance of certain values or relationships in the data. The noise was removed. 

And label encoding to replace 7 classes of bean with integer. 

 

Figure 3.0 Dry Bean Dataset 

Furthermore, on data exploration fig 3.1 was a clear picture of dataset representation. 
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Figure 3.1 Countplot using seaborn 

 

from the count plot, the count and distribution of labels category are in balance with this prediction would be imperfect. 

furthermore, an in balance distribution in label in a dataset can negative affect the performance of the model. The issue was 

handled by deployment of ensemble methods to ensure accurate predictions on all classes. No missing data identified and 
visible correlation among the features plotted in jupyter notebook using heatmap in fig. 

3.1. Found in the jupyter notebook. 

 

3.2 Model Performance Evaluation before hyper parameter tunning 

 

The dataset was randomly splits a pandas Data Frame called 'dry_bean_dat1' into three subsets: training, validation, and testing. 

The size of each subset is defined as 60% for training, 20% for validation, and 20% for testing. The setdiff1d() function is used to 

exclude the indices already selected for the training and validation set. union1d() function, and the replace parameter is set to False 

to ensure that each index is unique. Train set for training model, validation set for hyper tuning to improve the model and test set 

for predicting labels. Having in mind that while a high fitting score on the training set is desirable, it does not necessarily mean that 

the model will perform well on new, unseen data. To address this issue, it's common to use a separate validation or test set to 
evaluate the model's performance on new data. 

 

 
 

Figure 3.2 Metric Values 

 

Fig. 3.2 the metrics for evaluation of the two models are accuracy, precision, recall and f1 score for the general performance of the 

machine learning model and evaluation result on the models is good. but require to improved i.e hyperparameter tuning. 

 

Figure 3.3 Accuracy value of each classes of dry bean 

The accuracy flows from 'SEKER', 'BARBUNYA', 'BOMBAY', 'CALI', 'HOROZ', 'SIRA', 

'DERMASON' to the least in that order. Comparing it to the decision tree model that was used in the research work no 

significant difference seen. 

 
Figure 3.3a Random Forest Figure 3.3b Decision Tree 

 

Fig1.3a and Fig1.3b centres on dermas on bean class. confusion matrix helps to understand the strengths and weaknesses of the 

model, and to identify areas for improvement. The first confusion model is random forest and the second is decision tree. The high 

number of false positives may indicate that the model is too aggressive in predicting positive instances, while a high number of 

false negatives may indicate that the model is missing important information. By analysing the confusion matrix and the associated 

performance metrics, we can make informed decisions about how to improve the model's performance on the given task. Dermas 

on and Bombay is had false positive classification but a true positive classification. This suggest a further improvement on the 

model is possible by hyper tuning the parameter to get the best. 
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Figure 3.4a Random Forest Figure 3.4b Decision Tree 

 

The x-axis represents the maximum depth of the decision tree and random forest, while the y- axis represents the accuracy. The 

blue line shows the accuracy on the training set, the green line shows the accuracy on the validation set, and the red line shows the 

accuracy on the test set. This plot to indicates the optimal depth that maximizes the accuracy on the validation set, while avoiding 

over fitting on the training set which could be improved further. The decision tree model is properly fitted to Random Forest as 
described in fig 3.4 a and b. 

3.3 Model Performance Evaluation after Hyperparameter tuning. 

 

The purpose of using a validation set is to tune the hyperparameters of the model, such as criterion, max_depth etc. The validation 

set allows for the selection of the best hyperparameters that minimize the model's error on the validation set. After tuning the 

hyperparameters, the final model is evaluated on the testing data to estimate its generalization performance. This is important to 

assess the model's ability to make accurate predictions on new, unseen data. Random Search CV was used to implement the 

hyperparameter tuning. 

Figure 3.5 Metric Values 

It was observed increase in precision, recall, f1 score values showing a sign of improved model but a decrease in accuracy i.e why 

accuracy should always be a parameter of judgement in machine learning experiments in random forest and decision tree 

algorithm. This a clear indication that the model will perform on unseen data. Furthermore, accuracy is not a perfect metric for 

judgement as observed in fig. 3.5. 

 

Figure 3.6 Accuracy value of each classes of dry bean Fig. 31.6 indicates an improvement model. 

 

 
 

 
Figure 3.7a Random Forest Figure 3.7b Decision Tree 

 

Comparing fig 3.3a, b and fig 3.7a, b. center the comaprison on the value of dermason class type of dry bean. The value increases is 

a strong indication of model improvement. 
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Figure 3.8a Random Forest Figure 3.8b Decision Tree 

 
Comparing fig 3.4a, b and fig 3.7a, b. center the comaprison on the value of dermas on class type of dry bean. The value increases 

is a strong indication of model improvement. 

4.0 Extra Task and Evaluation 

The automatic detection model was implemented or developed using the machine learning algorithm classifier support vector 

machine. The csv file was generated having idx and predicted labels. Comparing the models, the random forest and decision tree 

classify. SVM is generally effective when there is a clear boundary between the classes, decision trees are easy to interpret, and 

random forest is less prone to overfitting. The choice of algorithm depends on the specifics of the problem at hand, including the 

size and complexity of the dataset and the nature of the features. 

5.0 Conclusion 

In conclusion, the objective of the research work was met by classifying different kinds of dry bean. Dry bean classification is a 

challenging problem in agricultural research, as accurately identifying and classifying different varieties of dry beans is essential 
for ensuring crop productivity and food security. The automatic detection system was as well achieve, the automatic detection 

system on test data was able to predict accurately. 
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