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Abstract— The differential evolution algorithm is used to optimize the control problem of tru backer upper parking. The

results are simulated with different parameters, like initial and final position of the TTBU, a d trailer. This paper
presents an approach to solve truck-trailer backer upper problem which is a bench mark no the control system.
The results are compared with fuzzy-logic approach.

Keywords— control ,truck Backer Upper, Fuzzy-logic Differential Evolution Algorithm,

1 INTRODUCTION

The Normal driving instincts can cheat us when attem

lem was cited by the different researcher, we have
osed and alternate possible solution for backing of the
railer problem, this paper is suggesting and comparing
e results of two method fuzzy logic and differential

evolution to show the novelty of the research.

2 OBJECT DESCRIPTIONS

2.1 TRUCK TRAILER BAKING UP SYSTEM

The parking of truck and trailer is difficult as it is a
benchmark nonlinear problem of the control systems stated by

. . Nguyen and Widrow[1] The control object consists of cab and
the computational effort is very

trailer parts (Fig. 1). The trailer position is determined by
three state variables x = [0,100], y = [0,100], and, @t = [-

90,270] the angle between trailer's onward direction and the x

t 20000) of back-up cycles are

needed before etwork learns. Moreover the back

propagation algofithm does not converge for some sets of

.. . axis. Length and width of the trailer are 4 and 2 meters,
training samples. Numerous other techniques have been used,

respectively. The cab part is Characterized by angle ®c = [-90,
including genetic programming [3] neuro-genetic controller [4] P 4 P zed by ang [

N . 270] between its onward direction. The current
and simplified neural network solution through problem

. . . _— . implementation of truck backer-upper uses the set of
decomposition [5]. Very interesting contribution was given by

. . equations from [4].
[6], where up to ten trailers can be controlled representing q [4]
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2.2 EQUATION OF THE TRUCK MOTION
X(t+1) = x(t) — Bcos(g, (t))
y(t+1) = y(t) - Bsin(¢, (1))
g (t+1) =g (t) - arcsin( Asin(ge I(t) —0.)

t

J—> @)

e (t+1) =g (t+1) —arcsin(lrsmlej

t+ C
where
A=rcosd

B = Acos(¢ (t) - ¢,(t)) > (2)

2.3 Fuzzy Locic CONTROL

Fuzzy logic controllers (FLC) by using the fuzzy decision
process that is based on fuzzy rules enable us to compose any
complex translating function. In most cases the Mamdani typ
of rule is used:

If (Xyis Ap) and (Xzis Ay) ... and (X, is A,) then
and (Y, isB,)...and (Yn is By).

where terms X; (i=1, ..., n) represent t

and output variables.

The fuzzy controller

mechanics of the driviRg’system to reach the conclusion that
in order to rotate the trailer part to the left the angle of the cab
must be negative and vice versa. Being a SISO system, this
functional block can be easily tuned manually and is
implemented using fuzzy logic in order to obtain a nonlinear

mapping that is necessary to achieve high control performance
(Fig. 2).
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We see that problem decomposition enables us to design
the control system because the sub-problems can be accessed
detail at the same time.

the

individually and in greater

Hierarchical control system is very suitable for
implementation of the multi-level control principle and

bringing it back together into one functional block.

2.4 DIFFERENTIAL EVOLUTION ALGORITHM

The differential evolution (BE) is a method that optimizes a

problem by iteratively tryin a candidate

solution with regard to a given measure offiquality. Such

f(y) < f(xi) then insert y into new generation Q
6 else insert Xi into new generation Q

7 endif

8 endfor

9P:=Q

10 until stopping condition

DE has been used in several science and engineering
applications to discover effective solutions to nearly
intractable problems without appealing to expert knowledge
or complex design algorithms.

DE is used for multidimensional real-valued functions but
does not use the gradient of the problem being optimized,
which means DE does not require for the optimization
problem to be differentiable as is required by classic
optimization methods such as gradient descent and quasi-
newton methods. DE can therefore also be used on
optimization problems that are not even continuous, are noisy,

change over time, etc.
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DE optimizes a problem by maintaining a population of
candidate solutions and creating new candidate solutions by
combining existing ones according to its simple formulae, and
then keeping whichever candidate solution has the best score
or fitness on the optimization problem at hand. In this way the
optimization problem is treated as a black box that merely
provides a measure of quality given a candidate solution and

the gradient is therefore not needed.

The major difference between Genetic Algorithms and
Differential Evolution is that Genetic Algorithms rely on
crossover, a mechanism of probabilistic and useful exchange
of information among solutions to locate better solutions,
while evolutionary strategies use mutation as the primary
search mechanism.

DE is a population based search technique which utilizes

NP variables as population of D dimensional paramet

e best parameter vector
in order to keep track of the
progress that is ng the optimization process.
Extracting the distance @nd the direction information from the
population to generate random deviations result in an adaptive
scheme with excellent convergence properties (Price et al.,
2005).

A basic variant of the DE algorithm works by having a
population of agent’s solutions (candidate). These candidates
are moved around in the search-space by using simple

mathematical formulae to combine the positions of existing
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agents from the population. If the new position of an agent is
an improvement it is accepted and forms part of the
population, otherwise the new position is simply discarded.
The process is repeated and by doing so it is hoped, but not
guaranteed, that a satisfactory solution will eventually be
discovered.

Different strategies can be adopted in the DE algorithm

depending upon the type of problef to which DE is applied.

The strategies can vary basedfon the Vector to be perturbed,

number of difference vectors turbation, and

finally the type of crossover used. The following are out of the

sover being used(exp: exponential; bin: binomial). Hence
the perturbation can be either in the best vector of the previous

generation or in any randomly chosen vector.
Formally, let f:R"™ — R be the cost function which

must be minimized or fitness function which must be
maximized. The function takes a candidate solution as
argument in the form of a vector of real numbers and produces
a real number as output which indicates the fitness of the

given candidate solution. The gradientof f is not known.

The goal is to find a solution m  for
which f(m) < f(p) for all m in the search-space, which
would mean m is the global minimum. Maximization can be

performed by considering the function h ;= —f instead.

Let X € R" designate a candidate solution (agent) in the
population. The basic DE algorithm can then be described as

follows:
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o Initialize all agents X with random positions in the

search-space. Until a termination criterion is met (e.g.

number of iterations performed, or adequate fitness
reached), repeat the following:

e For each agent X in the population do:

e Pick three agentsa, b and c from the population at
random, they must be distinct from each other as well

as from agent X.
e Pick random index Re{l,Z, ..... n } n being the

dimensionality of the problem to be optimized).

e Compute the agent's potentially new
position=[y1,Y2,............ yn ]as follows:
e For each i, pick a uniformly distributed

number . =U (0,1)

o |If I <CR or i=R
set y, =a + F(b —C,) otherwise set y, =X, .

e If f(y)< f(X) then replace the agen

selectable by t

size NP > “

Initialise
PO)
Evaluate Selectthe
P0) best
from Evaluate
the child the new
and the individual
parent
A
Mutate P Crossover
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Figure — 1 Differential Evolution Algorithm

3 EXPERIMENTAL SETUP

To validate over project, MATLAB 2008b is used to
evaluate the results. We also added different sets of parameter

for each we have calculated the path length travelled by the

truck and trailer and the error @ccurred during the each
ller and Differential
t of parameters

ch dock. We

Angle between trailer's onward direction and the x axis ®t =

Angle between The cab & its onward direction. ®c =

[-90, 270] .

3.1 RESULTS

Figure 3 shows the result for position (x=45, y=45, phi = 70)
by Fuzzy Logic Controller:
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o0 5 5 s 4. Conclusion

The overall object of this paper is to develop an algorithm
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which can be used to optimize the fuzzy controller for backing
70 - : - S : k- : - - 8 s A )

; | ; - W ; up of the truck\ with along trailer. A study of backer upper
60| ® : : :
£ : : : truck-trailer parking is carried out and the results are
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i g : ~ compared. Different parameter sets are applied to the
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objective function to show that Differential evolution
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Figure- 2: Truck-Trailer Path For Fuzzy Logic Controller ~ '€ measured with plied to the fuzzy

Figure 1 shows the result for position (x=45, y=45, phi = 70)
by Differential Evolution Algorithm MaxGen=1000:
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