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Abstract—In this paper, empirical analyses of mergesort 
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in personal computer. It has been observed that the behavioural 
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I. INTRODUCTION 

mpirical algorithmics (also called experimental 

algorithmics) is the area in computer science that 

uses empirical methods to study the behavior of algorithms. It 

can be used for run-time analysis of algorithms [29]. There are 

two main types of empirical algorithmics: i) one deals with 

analyzing behavioral performance of algorithms; ii) second one 

deals with empirical methods for its performance improvement. 

In this paper, we have explored Mergesort [30], which is 

a divide and conquer algorithm which is also comparison based 

algorithm. Our aim is to identify curve(s) that fits in empirical 

timeline based data of mergesort in its worst case where we 

found that a series of Fourier curves are matching with the 

empirical data. 

II. RELATED WORKS 

Mergesort can be taken to operate in three phases: 

 Phase 1: Dividing a finite list of elements into sub-

lists recursively until the number of elements in each sub-

list is less than or equal to a threshold m, and sorting each 

of these sub-lists. 

 Phase 2: Taking k number of sub-lists at a time and 

merging using appropriate mechanisms repeatedly. This 

phase can be termed as k-way merge process. 

 Phase 3: Creating the final sorted list. This phase is an 

extension of phase 2. 

 

The implementation of first two phases and the 

computational environment used to implement the algorithm 

results in the variation in its actual run-time. Thus, the research 

works on Mergesort can be classified primarily into two 

categories: 

 Development of variations of mergesort.[1]-[8] This 

category corresponds to phase 1 and phase 2 of mergesort. 

 Analyzing the effects of computational resources on 

mergesort and/or its variants [9]-[12]. This category can be 

termed as external effects on mergesort. 

 

The variants of mergesort can be further classified into 

whether the modifications are proposed for phase 1 [1], phase 2 

[2]-[7], or both the phases [8]. To make merging process of 

sub-lists, i.e. phase 2, more efficient, the authors in [2] and [5] 

have used binary search to find the place in the second list 

where an element in the first list could be inserted. To make 

phase 2 faster, [3] proposed to start the merging process of two 

sorted lists as soon as one of the two sorted lists and one 

element of the other list are available; this compensates the 

delay caused by differences in the processor speeds. To make 

the merging process optimal, [4] uses binomial search trees in 

the merging process and makes the final sorted list also as a 

binomial search tree. To reduce the number of elements in 

processing queries in database applications, [6] uses a linear 

scan after each merge process to eliminate duplicate entries. 

Each of these merge process uses 2-way merge. However [7] 

points out that 4-way merge process performs best amongst 2-

way, 3-way and 8-way merge process. 

 The effects of computational resources on the performance 

of mergesort are analyzed with respect to: cache replacement 

policies [9]; load distribution on processors [10]; parallel 

architectures of processors [1], [5], [8], [11]; programming 

environment like Open MP, MPI and Concurrent Java [12]. 

      Most of these experimental analyses concentrate on the 

run-time performance of mergesort algorithm. Though [5] finds 

upper-bound on the worst case run-time of the algorithm, none 

of the works so discussed have given expression for actual run-

time of the algorithm. Moreover, each of these analyses has 

used specialized configurations which do not always depict the 

typical computation environment that we use day to day 

activities. This motivates us for an analysis of the mergesort 

that establishes the actual run-time model for those 

computation systems that can be easily accessible and 

affordable, i.e., performance of mergesort in personal 

computers. 

Rest of the papers is organized as follows: Section III states the 

objective of the study; section IV gives details of the 

methodology and concepts used for the analysis and also 

includes hardware and software the platform, the datasets used 

and the empirical models used; section V uses the 

methodologies to arrive at a concluding model, followed by 

limitations of the used methodology, conclusion and references. 

 

E 

http://en.wikipedia.org/wiki/Computer_science
http://en.wikipedia.org/wiki/Empirical_methods
http://en.wikipedia.org/wiki/Algorithm
http://en.wikipedia.org/wiki/Divide_and_conquer_algorithm
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III. OBJECTIVES OF THE STUDY 

We aim to identify the best curve that can be fitted to the 

data points obtained by running worst case of mergesort 

algorithm in personal computer. The objective of this study is 

to propose a mathematical model using large datasets that can 

explain the actual run-time behavior of the worst case of 

mergesort. 

IV. RESEARCH METHODOLOGY 

A. Sample Dataset 

We have used open source platform and ANSI C to generate 

the experimental data. The sample data set is given in TABLE 

1. 
TABLE 1: Dataset for Analysis 

Sl. 

No 

Number of 

elements 

Time 

(Seconds) 

Sl. 

No 

Number of 

elements 

Time 

(Seconds) 

1 1000 0 12 55000 0.012 

2 5000 0 13 60000 0.012 

3 10000 0 14 65000 0.014 

4 15000 0 15 70000 0.017 

5 20000 0 16 75000 0.018 

6 25000 0 17 80000 0.02 

7 30000 0.005 18 85000 0.02 

8 35000 0.007 19 90000 0.02 

9 40000 0.009 20 95000 0.02 

10 45000 0.01 21 100000 0.029 

11 50000 0.01 

   

B. Model Fitting 

In this study, we have considered ‗Time‘ as the dependent 

variable and ‗Number of elements‘ as the independent variable 

for analyzing these dataset. Therefore, the proposed generic 

mathematical model is of the form: 

                      Time = f(Number of elements)                       (1) 

The sample data points are fitted with nineteen (19) various 

types of models from different types of fits (standard 

MATLAB fits) such as Polynomial [13], Exponential [14], 

Gaussian [15], Power [16] and Fourier [17]. ‗Goodness of fit‘ 

statistics of all the models are obtained for choosing the best 

model amongst these models. TABLE 2 shows the types of fit, 

the model names (from MATLAB) and the model expressions 

used in the analysis. 

C. Fitting Method, Algorithm and Confidence Level 

In this paper, we have used ‗Linear least squares‘ [28] as 

fitting method with ‗Robust‘ [19] off for linear model. For all 

other models we have used ‗Non linear least squares‘ [18] as 

fitting method with ‗Robust‘ [19] off. All the curve fittings 

have been done using the ‗Trust – Region‘ [20] algorithm. We 

have performed the entire analysis at 95% confidence level. 

D. ‘Goodness of Fit’ Statistics Based Model Selection 

    We have used R
2
, Adjusted R

2
, Sum of squares due to error 

(SSE) and Root mean squared error (RMSE) as ‗goodness of fit‘ 

statistics for selecting the best model amongst the fitted model. 

A better fit is indicated by high value of R
2
 (close to 1), high  

 
TABLE 2: Models used for Analysis 

Type of fit Model name Model expression 

Polynomial Linear y =  pix
2−i

2

i=1

 

Polynomial Quadratic y =  pix
3−i

3

i=1

 

Polynomial Cubic y =  pix
4−i

4

i=1

 

Polynomial 
Polynomial of 

degree 4 
y =  pix

5−i

5

i=1

 

Power Power1 y = axb  

Power Power2 y = axb + c 

Exponential Exponential1 y = aebx  

Exponential Exponential2 y = aebx + cedx  

Gaussian Gaussian1 
y = a1e

 − 
x− b1

c1
 

2

 
 

Gaussian Gaussian2 y =  aie
 − 

x− bi
ci

 
2

 
2

i=1

 

Gaussian Gaussian3 y =  aie
 − 

x− bi
ci

 
2

 
3

i=1

 

Gaussian Gaussian4 y =  aie
 − 

x− bi
ci

 
2

 
4

i=1

 

Gaussian Gaussian5 y =  aie
 − 

x− bi
ci

 
2

 
5

i=1

 

Gaussian Gaussian6 y =  aie
 − 

x− bi
ci

 
2

 
6

i=1

 

Fourier Fourier1 y = a0 +  a1 cos wx + b1sin(wx) 

Fourier Fourier2 
y = a0 +   (aicos(iwx)

2

i=1

+ bisin(iwx)) 

Fourier Fourier3 
y = a0 +  (aicos(iwx)

3

i=1

+ bisin(iwx)) 

Fourier Fourier4 
y = a0 +  (aicos(iwx)

4

i=1

+ bisin(iwx)) 

Fourier Fourier5 
y = a0 +  (aicos(iwx)

5

i=1

+ bisin(iwx)) 
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value of Adjusted R
2
 (close to 1), low value of SSE (close to 0) 

and low value of RMSE (close to 0) [21].  In this paper we 

have chosen the best model which has highest R
2
, highest 

Adjusted R
2
, lowest SSE and lowest RMSE values. 

E. Diagnostic Procedure 

Residual is defined as: 

Residual = Observed – Predicted 

In this paper, we have used the graphical residual analysis to 

assess the quality of regression since the quality of regression 

can be assessed by using residual plots [22][23].   

 

In this study Residual vs Predictor plot, Residual plot, 

Residual lag plot, Histogram of the residuals and Q-Q plot of 

residuals these five (5) types of residual plots have been 

employed.  

 

We may suggest that the model fits the data well if the 

residuals in the Residual vs Predictor plot does not show any 

systematic structure [24]. Error variance is checked with the 

help of Residual plot. The variance of the residuals is constant 

if the Residual plot shows a horizontal band pattern [22]. The 

Residual lag plot which is a scatter plot of residuals (i) on the y 

axis and the residuals (i-1) on the x axis is used for checking 

the independence of the error term [22]. We may suggest that 

the errors are independent if the points on the Residual lag plot 

appear to be randomly scattered [25]. Normal distribution of 

the residuals is tested with Histogram of the residuals and Q-Q 

plot of the residuals. We may suggest that the residuals are 

normally distributed if a symmetric bell shaped histogram 

which is evenly distributed around zero is obtained [26]. Again, 

if the points on the Q-Q plot which is a probability plot are 

linear then it suggests that the data follow normal distribution 

[27]. 

F. Software Used 

Experimental data was generated using Fedora 14 (Kernel 

Version 2.6) and ANSI C. We have used MATLAB 7.7.0, SPSS 

17.0 and MS Excel for data analysis. 

G. Hardware Platform 

The Mergesort algorithm for worst case has been executed 

and simulated in a personal computer. The characteristics of 

the computer are listed in the following table (TABLE 3). 

 
TABLE 3: Hardware Configurations 

Processor Intel Core 2 Duo CPU T6570 @2.10 

RAM 3GB DDR-3, frequency – 399.0 MHz 

L1 data cache size 32 KB (8-way set associative) 

L1 instruction cache size 32 KB (8-way set associative) 

L2 cache size 2048 KB (8-way set associative) 

V. DATA ANALYSIS AND FINDINGS 

A. Best Model Selection 

The ‗Goodness of fit‘ statistics of various fitted models have 

been tabulated in the following table (TABLE 4 and equation 

(1)) for identifying the best model amongst all the fitted models 

based on the decision rule discussed in sub section IV.D. 
 

TABLE 4: Goodness of fit statistics 

Fit label SSE R2 
Adjusted 

R2 
RMSE 

Linear 0.000072 0.952569 0.950072 0.001951 

Quadratic # 0.000065 0.957148 0.952387 0.001905 

Cubic # 0.000063 0.958649 0.951352 0.001926 

Polynomial of 

degree 4 # 
0.000042 0.972364 0.965455 0.001623 

Power1 0.000069 0.954693 0.952308 0.001907 

Power2 0.000063 0.958838 0.954264 0.001867 

Exponential1 0.000158 0.896679 0.891241 0.002880 

Exponential2 $ NaN NaN NaN NaN 

Gaussian1 0.001292 0.152617 0.058464 0.008473 

Gaussian2 0.000843 0.447100 0.262800 0.007497 

Gaussian3 0.000809 0.469481 0.115801 0.008211 

Gaussian4 0.000521 0.658240 0.240533 0.007610 

Gaussian5 0.000042 0.972183 0.907276 0.002659 

Gaussian6 0.001125 0.262258 -3.918280 0.019365 

Fourier1 0.000063 0.958394 0.951051 0.001932 

Fourier2 0.000042 0.972364 0.963152 0.001676 

Fourier3 0.000036 0.976646 0.964071 0.001655 

Fourier4 0.000007 0.995561 0.991930 0.000784 

Fourier5 0.000005 0.997037 0.993416 0.000709 

# Equation is badly conditioned 

$ Fit could not be computed 

 

From the above table (TABLE 4) we have identified 

Fourier5 as the best fitted model amongst all the fitted models 

since the model is having lowest SSE (0.000005), lowest 

RMSE (0.000709), highest R
2
 (0.997037) and highest Adjusted 

R
2
 (0.993416). 

B. Diagnostic Procedure  

In this sub section the graphical residual analysis of the best 

model identified from TABLE 4 of sub section V.A has been 

carried out to assess the quality of regression. 

 

1) Residual vs. Predictor Plot: 

 
Fig. 1 Residual plot of Fourier5 model 

It is evident from Figure 1 that the residuals appear to 

behave randomly. Therefore, it suggests that the model fits the 

data well. 
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2)  Residual Plot: 

 
Fig. 2 Residual plot of Fourier5 model 

 

From Figure 2, a horizontal band pattern can be identified 

which suggests that the variance of the residuals is constant and 

the regression is a good one. 

 

3) Residual Lag Plot: 

 
Fig 3. Residual Lag Plot of Fourier5 

From Figure 3, it is evident that the points on the plot appear 

to be randomly scattered which suggests that the errors are 

independent. 

 

4) Histogram of the residuals: 

 
Fig 4. Histogram of the residuals for Fourier5 

From Figure 4, we obtain a symmetric bell shaped histogram 

which is evenly distributed around zero suggesting the 

residuals are normally distributed. 

 

5)  Q-Q Plot of the residuals: 

 
Fig 5. Q-Q Plot of residuals for Fourier5 

From Figure 5, we observe that the points on the Q-Q plot 

are approximately linear. Hence we may suggest that the 

residuals follow approximately normal distribution. 

C. Results of Diagnostic Procedure and Proposed Model 

From the graphical residual analysis discussed in sub section 

V.B we can clearly suggest that the model fits the data well, the 

variance of the residuals is constant, the errors are independent 

and the residuals appear to be normally distributed.      

 

Therefore, the proposed generic mathematical model Time ~ 

f(Number of elements) can be written as: 

y = a0 +  (aicos(iwx)

5

i=1

+  bisin(iwx))                               (2) 

Here, y is Time and x is Number of elements. 

The coefficients (with 95% confidence bounds) of the 

equation 2 are given below: 

 

a0 = 1.012 (-21.47, 23.5) 

a1 = -0.2699 (-10.72, 10.18) 

b1 = -1.735 (-39.62, 36.15) 

a2 = -1.118 (-23.46, 21.23) 

b2 = 0.3374 (-12.98, 13.66) 

a3 = 0.237 (-8.786, 9.26) 

b3 = 0.5147 (-8.16, 9.189) 

a4 = 0.1562 (-1.776, 2.088) 

b4 = -0.09643 (-3.587, 3.394) 

a5 = -0.01711 (-0.6565, 0.6222) 

b5 = -0.02543 (-0.2131, 0.1623) 

w = 0.0000292 (-0.00003183, 0.00009024) 

In Figure 6, the plot of the proposed model is shown with 

the circles indicating the data points, the solid line representing 

the curve of the proposed model and the dotted line 

representing 95% prediction bounds. 

VI. LIMITATIONS AND FUTURE SCOPE 

We have performed run-time analysis of worst case of 

mergesort on a particular hardware and software configuration 

of a personal computer, where software configuration means 

particular state of an operating system (Fedora 14). We would 

like to explore the effects of operating system configurations, 
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Fig. 6. Proposed model (Fourier5) 

i.e., number of processors, cache misses (L1 and L2, separately 

and in conjunction), dependence on processor architecture, size 

of RAM, context switch, number of processes, effect of 

different operating system, etc.  

From algorithmic perview, different the variations of 

mergesort algorithm, i.e., the different variations in phase 1 and 

phase 2 of the algorithm, and their optimality, are yet to be 

explored.  

The correlation between system configuration (software and 

hardware) and the phases of the algorithm can be explored in 

future. 

This article has explored the execution time of the mergesort 

algorithm as an average of many runs and has not taken the 

variations of the run-time in these runs, which may give insight 

on the above said correlation. 

VII. CONCLUSION 

In this paper, we have used curve-fitting technique to 

examine the trend of experimentally simulated data for the 

worst case performance of mergesort. After plotting the 

obtained dataset (<number of elements, time-duration>), we 

see that the plot follows a pattern. After analyzing the pattern 

with different curves, namely, polynomial (linear, quadratic, 

cubic, and bi-quadratic), power (first and second degree), 

exponential, Gaussian and Fourier (one to five terms), we 

found that the Fourier series with five terms (Fourier5) fits best 

amongst these curves, since it has lowest SSE, lowest RMSE, 

highest R2, and highest adjusted R2; moreover, the residuals 

appear to be normally distributed having constant variance, and 

errors are independent. Thus, we can say that the worst case 

performance of mergesort follows Fourier type fit. Our study 

shows that the Fourier type of models may be explored for 

analyzing performance of sorting algorithms and their 

correlation with the software and hardware configuration of the 

system in which a sorting algorithm is run. 
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