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Abstract— Exploiting computational precision can improve 

performance significantly without losing accuracy in many 

applications. To enable this, we propose an innovative arithmetic 

logic unit (ALU) architecture that supports true dynamic 

precision operations on the fly. The proposed architecture 

targets fixed-point ALUs. In this paper we focus mainly on the 

precision controlling mechanism and the corresponding 

implementations for fixed-point adders and multipliers. We 

implemented the architecture on Xilinx Virtex-5 XC5VLX110T 

FPGAs, and the results show that the area and latency overheads 

are 1% ~ 24% depending on the structure and configuration. 

This implies the overhead can be minimized if the ALU structure 

and configuration are chosen carefully for specific applications.  

The VHDL coded synthesizable RTL code of the Fixed Point 

Arithmetic core has a complexity. We verified the functions of 

the Fixed Point Arithmetic by a simulation with a single 

instruction test as the first step and implemented the Fixed Point 

Arithmetic with the FPGA. 

Keywords—32-Processor, 32-bit fixed point Arithmetic, fixed 

point Processor RISC; VHDL ;) 

I. INTRODUCTION  

he Arithmetic Logic Unit is one of the essential 

components of a computer. It performs arithmetic 

operations such as addition, subtraction, multiplication, 

division and various logical functions. In this paper ALU is 

simulated and analyzed on various parameters such as speed, 

power and number of logical blocks used by that ALU. The 

Arithmetic operations such as addition, subtraction, 

multiplication, division and the logical operations are realized 

using VHDL. Xilinx 8.1i software is used for writing the 

VHDL codes and the simulation is carried out with ModelSim 

5.5f simulator. 

An arithmetic logic unit (ALU) is a combinational digital 

electronic circuit that performs arithmetic and bitwise 

operations on integer binary numbers. This is in contrast to a 

floating-point unit (FPU), which operates on floating point 

numbers. An ALU is a fundamental building block of many 

types of computing circuits, including the central processing 

unit (CPU) of computers, FPUs, and graphics processing units 

(GPUs). A single CPU, FPU or GPU may contain multiple 

ALUs. 

The inputs to an ALU are the data to be operated on operands 

and a code indicating the operation to be performed and status 

information from a previous operation; the ALU's output is 

the result of the performed operation. In many designs, the 

ALU also exchanges additional information with a status 

register, which relates to the result of the current or previous 

operations, because ALUs can be built in so many ways with 

wide specifications. The main objective of the project is to 

have a working ALU that performs different arithmetic and 

logic functions for all possible combinations of the inputs. 

The speed of ALU was not an issue and we wanted it to run at 

low power.  

II. CIRCUIT DESIGN 

This chapter gives an overview of the Hierarchy of the 32-bit 

ALU and its design. First, we will introduce all the different 

types of logic gates that has been used in the design. Then, we 

will give an overview of the 32-bit ALU. Finally, we will 

discuss the top level of the design. 

Operations that can be performed:  

 add (2 cycles)  

 sub (2 cycles)  

 mul (2-3 cycles depending on multi cycle constraint 

for higher speed)  

 reciprocal (31 cycles but less LEs than divider)  

 divider (31 cycles)  

 from Int / to Int (1 cycle)  

to be extended... :)  

III. PIPELINED ARCHITECTURE  

Pipelining is a powerful way of improving the throughput of 

digital systems. The single-cycle processor is upgraded to 

pipelined processor by subdividing the single-cycle processor 

into five pipeline stages. Thus five instructions are executed 

simultaneously, one in each stage. Ideally, the clock frequency 

is almost five times faster because each stage has only one-fifth 

of the entire logic. Since reading, writing the memory, register 

file, and using the ALU typically constitutes the biggest delays 

in processor, the pipeline stages are chosen so that each stage 

involves exactly one of these slow steps.  

T 
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The five pipelined stages can be described as follows:  Fetch: 

the processor reads the instruction from instruction memory. 

 Decode: processor reads the source operands from the 

register file and decodes 

 The instruction to produce the control signal.  Execute: 

performs the computation with ALU. 

 Memory: processor reads from or writes into the data 

memory. 

 Write back: processor writes the result to the register file 

when applicable. 

Each instruction is thus broken up into a series of steps, and 

several steps of different instructions are executed 

simultaneously, improving the throughput significantly.  

IV. PIPELINED DATA PATH 

The single-cycle processor is converted into the pipelined 

processor by adding registers. Figure 2.6 shows the pipelined 

data path formed by inserting four pipeline registers to separate 

the data path into five stages. In pipelining, all signals 

associated with a particular instruction must advance through 

the pipeline in unison. We observe that the write back to the 

register file gets the data from Result W and hence, the address 

signal Write Reg has to be pipelined along through the memory 

to remain in sync.  

 

Pipelined data path 

Pipelined Control Unit Control signals for pipelined processor 

are same as the single-cycle processor and hence, control unit 

is the same. The op-code and function fields of the instruction 

are examined in the decode stage by the control unit to 

produce the control signals. They must be pipelined along 

with the data to remain synchronized with instruction. Figure 

2.7 shows the control and data unit for pipelined architecture. 

All the programs running on the MIPS use the same 

instruction set. Instructions indicate both the operations to 

perform and the operands to use. The operands may be read 

from memory, from registers, or from the instruction itself. 

Representation of the instructions in a symbolic format is 

called assembly language. 

 

Pipelined processor with control. 

Instruction operates on operands and these operands can be 

stored in registers, memory, or they can be constants stored in 

the instruction itself. Registers are used for quick access to 

operand but they hold relatively a small amount of data. 

Additional data can be stored in a large data memory, which 

can be relatively slow. MIPS is a 32-bit architecture because 

operands are 32-bit data. 

V. SIMULATIONS AND RESULTS 

In this chapter we are looking into the performance results 

using Xilinx ISE and XST Synthesis tools. The register 

transfer level (RTL) description of the micro-architecture is 

designed and simulated in VHDL using Xilinx ISE design suit 

and basic functionality is verified using the assembly codes.  

VI. CONCLUSION AND FUTURE WORK 

In this paper we demonstrate quad fixed point arithmetic 

processor with 32 bit data processing capability is 

implemented. Quad Fixed Point 32-bit Arithmetic Core 

implements a full customizable arithmetic core using the 

Quad Fixed Point 32-bit. Available arithmetic operations are 

easily configured by an generic flag. Benefits are much less 

area requirements lesser pipeline depth and higher speed 

compared to an FPU at the cost that the number range is 

limited from + - 2^(-24)to2^29.  

The processor for this paper is built from the pipelined MIPS 

processor micro-architecture and is initially designed in 

VHDL and verified. Since the real number representation on 

the processor is fixed-point, the VHDL simulations are further 

modified with fixed-point library. The required optimization 

in the MIPS pipelined processor to support the wireless 

communication applications are studied in detail. The MIPS 

processor ALU is enhanced to support real numbers using 

fixed point arithmetic. Addition, subtraction, multiplications, 

and inversion are the listed operations to achieve ALU 



International Journal of Latest Technology in Engineering, Management & Applied Science (IJLTEMAS) 

Volume VI, Issue X, October 2017 | ISSN 2278-2540 

 

www.ijltemas.in Page 45 
 

algorithms. Block wise method of implementation is 

employed for addition, subtraction, multiplication. 

Performance of Design are compared with fixed-point other 

simulation results. Fixed-point ALU using Newton-Raphson 

division and block wise analytical inversion algorithms 

achieve precession error in the range 10-5. The design is 

further synthesized and results indicate the max frequency of 

101 MHz. Load word (lw) instruction is used to fetch the data 

into register file, which is the slowest instruction. Loading the 

back-to-back data from concurrent memory locations into the 

register file using a single new instruction is another 

suggested scope for improvement. 
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