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Abstract: - In automatic document analysis is the discrimination 

text images. This is for the segmentation of text images in 

digitized documents. In this  method mainly working based on 

the representation of window-like portions of a document by 

means of their gray level histograms. Through empirical 

evidence it is shown that text images regions have different gray 

level histograms. Unlike the usual approach for the 

characterization of histograms that is based on statistics 

parameters. This approach works with the histogram 

normalization, cumulative histogram, and Euclidian formula. 

since it possesses all the information contained in the histogram 

pattern. The next and logical step is to automatically select the 

most discriminant spectral components as far as the text images 

segmentation goal is concerned. A fully automated procedure for 

the optimal selection of the discriminant features is also 

expounded.  

Keywords: Scanned and printed document images, Image 

Compression, Edge, and Classification. 

I. INTRODUCTION 

ontent-based image retrieval (CBIR), also known as 

query by image content (QBIC) and content-based visual 

information retrieval (CBVIR) is the application of computer 

vision to the image retrieval problem, that is, the problem of 

searching for digital images in large databases. 

"Content-based" means that the search will analyze the actual 

contents of the image. The term 'content' in this context might 

refer colors, shapes, textures, or any other information that 

can be derived form the image itself. Without the ability to 

examine image content, searches must rely on metadata such 

as captions or keywords. Such metadata must be generated by 

a human and stored alongside each image in the database. 

It is the application of computer vision techniques to the 

image retrieval problem, specifically the search for specific 

digital images in large databases  The two approaches 

commonly used for image retrieval are referred to simply as 

global-based image searches and region (or sub-image)-based 

image searches. An important distinction between these 

approaches is that global-based methods enable whole image 

matching and consider how much of an image is relevant, 

while region-based methods focus primarily on specifying a 

region and on retrieving a large number of images with 

similar objects. Both methods are useful for image retrieval, 

but are best suited to queries of different types. Searching by 

global distinction is the preferred approach in cases where the 

user provides a whole image for query, where queries take the 

form of „„show me more relevant images that look like this 

query image‟‟.  

However, if the user is interested in finding something located 

in a specific part of an image (e.g., „„show me relevant images 

with a red flower on the right‟‟), global-based retrieval is 

unable to resolve spatially localized color regions from the 

global distribution and region based image searches will be 

more successful. For both these techniques, the retrieval 

system must incorporate a function capable of performing the 

automated extraction and efficient representation of visual 

features. 

There are two different kinds of tasks involved in this process: 

object-presence detection and object localization .Object-

presence detection seeks to determine whether one or more 

objects are present anywhere in the image.  

 

Extraction of this information involves detection, localization, 

tracking, extraction, enhancement, and recognition of the text 

from a given image.  

Content-based image indexing refers to the process of 

attaching labels to images based on their content. Image 

content can be divided into two main categories: perceptual 

content and semantic content  

II. PROPOSED ARCHITECTURE 

The machine printed text and scanned image is considered to 

spot the words. Scanned image may contain noise; to remove 

the noises is a challenging task. Then word segmentation is 

carried out to calculate features for each word to spot the 

desires word. For this, a Model is proposed. The proposed 

architecture is simple to use and understands. The architecture 

is as shown in the following block diagram. Each model; in 

the architecture is explained in the section 2.2. 

C 
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Fig 2.1: Structural view of Proposed System 

2.1 Design Issues 

2.1.1 Pre-processing: 

Digital images are prone to a variety of types of noise. Noise 

is the result of errors in the image acquisition process that 

result in pixel values that do not reflect the true intensities of 

the real scene. There are several ways that noise can be 

introduced into an image, depending on how the image is 

created. For example: 

 If the image is scanned from a photograph made on 

film, the film grain is a source of noise. Noise can 

also be the result of damage to the film, or be 

introduced by the scanner itself. 

 If the image is acquired directly in a digital format, 

the mechanism for gathering the data (such as a CCD 

detector) can introduce noise. 

 Electronic transmission of image data can introduce 

noise. 

Scanned document image is taken to spot the words. The 

scanned document image is binarized for further processing. 

The scanned image may contain some noises. By using 

Median Filtering, noises in the scanned document image can 

be removed. 

Median filtering is a nonlinear operation often used in image 

processing to reduce noise. Median filtering is similar to that 

of an averaging filter, in that each output pixel is set to an 

average of the pixel values in the neighborhood of the 

corresponding input pixel. However, with median filtering, 

the value of an output pixel is determined by the median of 

the neighborhood pixels, rather than the mean. The median is 

much less sensitive than the mean to extreme values 

(called outliers). Median filtering is therefore a better way to 

remove these outliers without reducing the sharpness of the 

image. A median filter is more effective than convolution 

when the goal is to simultaneously reduce noise and preserve 

edges. Then dilating the noise removed image fixing structure 

element. The dilation is one of the operations in mathematical 

morphology. The dilating operation usually uses a structuring 

element for probing and expanding the shapes contained in the 

input image. 

III. EXPERIMENTAL ANALYSIS 

Consider a 128*128 pixels image that contains L=8 gray 

levels with the following distribution of  pixels. 



International Journal of Latest Technology in Engineering, Management & Applied Science (IJLTEMAS) 

Volume VI, Issue XII, December 2017 | ISSN 2278-2540 

 

www.ijltemas.in Page 172 
 

 

 

 

 



International Journal of Latest Technology in Engineering, Management & Applied Science (IJLTEMAS) 

Volume VI, Issue XII, December 2017 | ISSN 2278-2540 

 

www.ijltemas.in Page 173 
 

 Equalization implies mapping one distribution (the 

given histogram) to another distribution (a wider and 

more uniform distribution of intensity values) so the 

intensity values are speeded over the whole range. 

 To accomplish the equalization effect, the remapping 

should be the cumulative distribution function (cdf)  

For the histogram , its cumulative 

distribution  is: 

 

To use this as a remapping function, we have to 

normalize  such that the maximum value is 255 ( or 

the maximum value for the intensity of the image ). From the 

example above, the cumulative function is: 

 

Finally, we use a simple remapping procedure to obtain the 

intensity values of the equalized image: 

 

Histogram equalization is used to enhance contrast. It is not 

necessary that contrast will always be increase in this. There 

may be some cases were histogram equalization can be worse. 

In that cases the contrast is decreased. 

Lets start histogram equalization by taking this image below 

as a simple image. 

The histogram of this image has been shown below. 

                                          Image 

 

3.1 CDF: 

Our next step involves calculation of CDF (cumulative 

distributive function). Again if you donot know how to 

calculate CDF , please visit our tutorial of CDF calculation. 

Lets for instance consider this , that the CDF calculated in the 

second step looks like this. 

 

Lets assume our old gray levels values has these number of 

pixels. 
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             CUMULATIVE DISTRIBUTIVE FUNCTION OF THIS IMAGE 

 

                              HISTOGRAM EQUALIZATION HISTOGRAM 

3.2 Methodology 

An intensity histogram is a graph, plotting the number with a 

specific gray level vs. the gray level value.  Normalize an 

histogram is a technique consisting into transforming the 

discrete distribution of intensities into a discrete distribution 

of probabilities. 

 

 

IV. CONCLUSION AND FUTURE WORK 

One can use scanned image queries to retrieve math 

expressions from document databases using page 

segmentation and image similarity algorithms, by which 

optical character recognition can be avoided.  

Today information technology has proved that there is a need 

to store, query, search and retrieve large amount of electronic 

information efficiently and accurately. So document image 

retrieval is very challenging field of research with the 

continuous growth of interest and increasing security 

requirements for the development of the modern society. This 

paper surveys the technical achievements in the field of 

document image retrieval, discuses system architecture, 

comprehensive survey of various proposed methods to 

retrieve the documents. It also highlights the challenges and 

scope of research. 
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