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Abstract: Network security is essential for data sharing on the internet. Traditional methods such as firewalls cannot detect 

fragmented packets and are often outmaneuvered by increasingly sophisticated attackers, resulting in productivity losses, 

financial damage, and reputational harm. This study investigates the use of machine learning (ML) models in developing effective 

intrusion detection systems (IDS) using signature-based methods. The research leverages the UNSW-NB15 dataset and compares 

four ML algorithms: K-Nearest Neighbor (KNN), Random Forest (RF), Bayesian Network (Bayes Net), and Decision Tree (J48), 

with feature reduction applied using Principal Component Analysis (PCA) to improve efficiency. The models were built and 

evaluated using the WEKA platform, with 10-fold cross-validation applied to assess accuracy, precision, recall, and F-measure. 

Results show that J48 significantly outperforms the other algorithms in terms of overall accuracy, while Bayes Net produces the 

least accurate results. These findings underscore the efficacy of J48 and Random Forest in signature-based IDS for network 

security. 
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I. Introduction 

The widespread adoption of the internet has revolutionized communication, commerce, and the global economy. However, the 

rapid digital transformation has also escalated the prevalence and sophistication of cybercrimes. With the rise of online banking, 

e-commerce, and cloud computing, businesses and individuals alike face significant risks of data theft, financial fraud, and 

service disruptions. A successful cyberattack can lead to catastrophic consequences, including economic loss, reputational 

damage, and legal liabilities. As a result, securing networks and safeguarding sensitive data has become a paramount concern for 

organizations worldwide. 

Traditional cyber security defenses, such as firewalls, encryption protocols, and access control mechanisms, have long been the 

first line of defense against cyber threats. While these methods provide critical protection, they are increasingly inadequate in the 

face of evolving threats. As cybercriminals continually develop new strategies to bypass defenses, particularly through 

sophisticated intrusion techniques, it becomes clear that reactive measures alone are insufficient [1]. Firewalls, for example, may 

fail to detect fragmented packets or detect anomalies hidden within seemingly legitimate traffic. This creates the need for more 

proactive solutions like Intrusion Detection Systems (IDS).  

Intrusion Detection Systems (IDS) play a vital role in modern cyber security architectures. IDS monitor network traffic, identify 

suspicious activities, and alert administrators when potential intrusions are detected [2]. By providing real-time monitoring, IDS 

can help mitigate the damage caused by cyber attacks. IDS are generally classified into two types: signature-based IDS and 

anomaly-based IDS. Signature-based IDS rely on predefined patterns or attack signatures, while anomaly-based IDS detect 

deviations from established norms in network traffic. While anomaly-based systems are effective at detecting unknown threats, 

signature-based systems are highly accurate in identifying known attacks [3]. 

Despite the advancements in IDS technology, cyberattacks continue to become more complex. Modern attacks, such as advanced 

persistent threats (APT), zero-day exploits, and distributed denial-of-service (DDoS) attacks, challenge traditional IDS methods, 

necessitating more sophisticated detection techniques [4]. Machine Learning (ML) has emerged as a promising solution for 

enhancing the effectiveness of IDS by allowing systems to learn from historical data and improve their detection capabilities over 

time. 

Problem Statement 

Cyber security remains a significant global challenge, and the complexity of modern networks and the volume of traffic make it 

difficult to effectively monitor and protect systems from intrusions. The limitations of traditional signature-based IDS include 

their inability to detect new or variant attacks not previously cataloged [5]. As attackers frequently modify their methods, 

signature-based systems require constant updates to remain effective. Anomaly-based systems, while capable of detecting novel 

threats, often suffer from high false-positive rates. Thus, there is a need for a more balanced approach—one that can provide high 

accuracy without being overwhelmed by false alerts. 
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Machine learning techniques have been successfully applied to IDS to address these challenges by automating the detection of 

both known and novel intrusions. However, the optimal ML algorithm for signature-based IDS has yet to be determined. 

Different algorithms—such as Decision Trees, Random Forests, Support Vector Machines (SVM), and K-Nearest Neighbors 

(KNN)—have been employed to enhance IDS performance, each with varying levels of success depending on the dataset and 

context [6]. Therefore, a comprehensive comparison of ML algorithms is needed to identify the most effective approach for 

improving signature-based IDS. 

Intrusion Detection with Machine Learning 

In recent years, the application of ML techniques to IDS has gained traction due to their ability to analyze vast amounts of 

network data and identify complex patterns indicative of malicious activity [7]. ML models can be trained on historical attack 

data to detect known threats, while also generalizing from this data to identify potential new threats. Key ML techniques used in 

IDS include decision trees, random forests, KNN, support vector machines, and neural networks. These algorithms enable IDS to 

adapt to changing attack patterns and improve over time without relying solely on static attack signatures. 

Among these techniques, Decision Trees (e.g., J48) and Random Forests are widely favored for their interpretability and high 

accuracy in classification tasks, making them particularly useful for signature-based IDS [8]. Bayesian Networks provide a 

probabilistic framework that can model the uncertainty and interdependencies between various network events, while K-Nearest 

Neighbors (KNN) offers a straightforward, instance-based approach to classification. Principal Component Analysis (PCA) is 

often employed as a preprocessing step to reduce the dimensionality of network traffic data, improving the efficiency and speed 

of ML models without sacrificing accuracy [9]. 

II. Methodology 

Dataset Selection 

This study employs the UNSW-NB15 dataset for both training and testing. The UNSW-NB15 dataset is widely recognized for its 

realistic representation of contemporary network traffic and attack behaviors, making it ideal for evaluating network intrusion 

detection systems. Developed at the Australian Centre for Cyber Security, this dataset integrates a mixture of real-world network 

traffic and synthetic attack behaviors, allowing for robust testing of machine learning algorithms in intrusion detection scenarios 

[10]. Compared to earlier datasets like KDDCup99, the UNSW-NB15 dataset offers a more accurate reflection of modern 

network environments. [6] noted that the KDDCup99 dataset, while pioneering, is outdated and lacks the complexity of 

contemporary cyber threats, such as advanced persistent threats (APT) and more sophisticated denial-of-service (DoS) attacks. 

UNSW-NB15 addresses these limitations by capturing detailed traffic features—44 attributes in total—that span various attack 

types, including Fuzzers, Backdoors, DoS, Exploits, Reconnaissance, Shellcode, and Worms. 

The UNSW-NB15 dataset’s attributes are divided into flow-based, basic, content-based, and time-based categories, providing a 

rich set of features for machine learning models. This variety of features allows for a comprehensive analysis of network traffic, 

distinguishing between normal and malicious behavior. Given its extensive scope and accuracy, the dataset has been widely 

adopted in recent intrusion detection research. Several other datasets, such as NSL-KDD, CAIDA, and WSN-DS have also been 

employed in IDS studies [12]. However, UNSW-NB15 is preferred for its robustness in capturing contemporary attack behaviors, 

making it a more suitable choice for evaluating machine learning-based intrusion detection systems. 

By using UNSW-NB15, this study ensures that the machine learning models are tested against realistic traffic patterns and 

modern intrusion techniques, providing valuable insights into the performance of various algorithms under real-world conditions.  

Software Tools and Hardware Platform 

The Weka Workbench/Software  

A collection of machine learning algorithms for data mining tasks. Weka stands for Waikato Environment for Knowledge 

Analysis, and it was developed at the University of Waikato in New Zealand. The algorithms can be used directly on a dataset or 

used from your own Java code. Weka offers tools and functions for pre-processing data, feature selection, regression, clustering, 

association rules, classification, and data visualization. Use the following URL to obtain the UNSW NB15 dataset from GitHub in 

ARFF format: https://github.com/InitRoot/UNSW NB15/blob/master/UNSW NB15.zip.  

Using Weka, certain benefits are achieved: 

 Definition of the class attributes that categorize the collection of instances into the correct classes.  

 Investigation into any imbalances in the chosen data collection and possible solutions.  

 Utilizing a classifier method to aid in learning.  

 Choosing a testing strategy to gauge how well the chosen algorithm will function.  
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Hardware Platform 

This experiment will be carried out on a Windows 11 laptop with an Intel(R) Core (TM) i7 processor running at 3.20GHz and 

32GB of installed primary memory.  

Data Information 

Network intrusion dataset UNSW-NB15 is sometimes referred to as UNSQ-NB15. It was developed by the IXIA Perfect Storm 

tool in the Cyber Range Lab of the Australian Centre for Cyber Security (ACCS) to provide a hybrid of real-world, contemporary 

normal behaviors and synthetic, modern attack behaviors [10]. The UNSW NB15 dataset consists of 175341 unique data sets with 

44 unique attributes. 175,341 records make up the training set, while 82,332 records from the attack and normal types make up 

the testing set.  

Flow features, basic features, content features, temporal features, and further generated features are the several categories into 

which the features of the UNSW NB15 dataset are divided. The dataset is shown in broad strokes in the Figure below. Backdoors, 

Denial of Service (DoS), Fuzzers, Worms, Reconnaissance, Generic, Exploits, Analysis, and Shellcode are the nine different 

assaults in this dataset.  

Figure 1: Description of the features of the UNSW NB15 dataset [13]. 

 

Data Preprocessing 

This step is the next in the process of detecting intrusions and any harmful activity. This stage includes data cleansing, 

randomization, and feature/dimensionality reduction. Building a machine learning model requires the preparation of the data. This 

is because a machine learning method's performance is influenced by how effectively the dataset is prepared and structured [14]. 

The obtained dataset (the UNSW NB15 dataset) has undergone preprocessing to ensure that the data is clean. Normalization, 

randomization, and dimension reduction using Principal Component Analysis (PCA) are all carried out as part of the dataset's 

preprocessing.  

Data Cleaning (Standardize, Randomize, Normalize) 

Data cleaning entails locating and improving, replacing, or eliminating irrelevant, false, and incomplete data. You will find 

numerous functions to utilize in cleaning the dataset if you select unsupervised in the Filter section of the Preprocess tab. As 

noted in the section, this project used a few of them.  

1. Mean values are used to fill in any missing data. Choose ‘Replace Missing Values’ from the unsupervised folder of the 

Filter section under the Preprocess tab. 

2. Remove Duplicates 

3. The mean values are substituted for some infinity values in the two columns Flow Bytes and Flow Pkts /s. 

4. The Time Stamp columns should be removed because they serve no purpose. 

Figure 2: The picture above shows duplicate values been removed through the data cleaning process 
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Data Standardization: By setting the mean and standard deviation to 0 and 1, respectively, data standardization is employed to 

guarantee that the feature value ranges are homogeneous. Values above the mean change from negative to positive, and vice 

versa.  

Data normalization involves scaling and shifting real-valued numerical properties or values into the range between 0 and 1 [15]. 

Data randomization is a widely used method that can improve the accuracy of research data and reduce fraud.  

Dimensionality Reduction using Principal Component Analysis 

The feature extraction stage is another name for this phase. The features that will feed into the machine learning models for 

network intrusion are selected at this point. [16] used a general feature and a subset of features as the foundation for the feature 

selection. The roles chosen to establish the identification of the feature, including whether it was common, distinctive, labeled, 

etc.  

By splitting up a big set of associated features into a smaller set of less correlated features called principal components, principal 

component analysis (PCA) is used to reduce the dimensionality of datasets while retaining the majority of the data from the 

original dataset. Because smaller datasets are simpler to process, dimensionality reduction trades off accuracy for simplicity. The 

accuracy of a classification model may decline with a reduced number of features. Thus, the project used data cleansing 

techniques, but it was careful to avoid abusing their predicted accuracies by using them excessively.  

The following steps comprise PCA. The first step is to standardize the values of the dataset's features using the WEKA platform's 

default standardization. In WEKA, PCA is accessible from the preprocess panel's unsupervised folder. PCA employs a rank filter 

that ranks the features from highest to lowest. To choose features independently of any predictor, the filter approach depends on 

the general properties of the training data [17]. Using Weka, the filter approach was applied to the dataset.  

Figure 3: PCA feature reduction in WEKA. 

 

Source: Experimental Analysis  

Model Building and Testing 

The UNSW NB15 dataset is used in this step to train and test the models, and only a small number of features have been chosen 

through dimensionality reduction and data cleaning. The performance of the classifiers is evaluated during training and testing 

using ten-fold cross-validation. The results were also evaluated and contrasted with the cross-validation using an 80:20 split. In 

this project's Weka Workbench, the UNSW-NB15 dataset is uploaded in order to develop models for classification modeling 

issues and to ascertain the accessibility of various attacks. The network dataset was then examined for various irregularities. 

Using performance evaluation metrics, it was also determined how effective these algorithms were.  

Machine Learning 

Machine learning (ML), a subfield of artificial intelligence (AI), enables learning without explicit programming. Its foundations 

are in computational mathematics, data mining, and statistics. A dataset is used to train machine learning (ML) algorithms, which 

then use those patterns to predict the future. IDSs frequently make use of ML. ML algorithms can be broken down into three 

groups: reinforcement learning, unsupervised learning, and supervised learning. Only supervised learning techniques are used in 

this research project. In the project, the terms "classifiers," "techniques," and "algorithms" are all used synonymously to denote 

the same thing.  

Unsupervised learning is a machine learning technique that identifies hidden patterns in unlabeled datasets, reducing 

dimensionality and grouping issues, and is used in Hidden Markov models and K-means clustering. Reinforcement learning 

enables models to learn from their experiences and behaviors, similar to how humans learn from their environment. It's 
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commonly used in resource management, video games, and business simulation. Supervised learning is a machine learning 

method that creates models to categorize unobserved data using explained patterns. It's the most commonly used method and is 

influenced by data quality and model configuration parameters. It's used in tasks like task-oriented learning, spam classification, 

face recognition, and advertisement popularity.  

For the purpose of intrusion detection, the UNSW-NB15 dataset was analyzed using supervised machine learning techniques, 

including K-Nearest Neighbors (KNN), Decision Tree (J48), Random Forest (RF), and BayesNet. This study chose KNN as a 

non-parametric model due to its ability to provide non-linear solutions and outperform linear regression when signal-to-noise 

ratio is high. Neural networks require more hyperparameter adjustment and more training data, while Random Forest is less 

expensive and doesn't require a GPU for training, making it more efficient. The J48 method is superior for categorical and 

continuous data analysis, providing more precise findings than logistic regression. Decision Trees segment regions into smaller 

portions, addressing issues like missing values, pruning, and error rates. J48 is useful for predicting data structure and explaining 

patterns, unlike neural networks that are black boxes. Bayesian networks infer causal links. 

K-Nearest Neighbor (KNN) Algorithm 

The K-Nearest Neighbor method is one of the algorithms used to detect intrusions (KNN). The K-nearest Neighbor Classification 

Algorithm is a theoretically developed, extremely simple data mining algorithm. The KNN ML method takes into account the 

nearest neighbors. KNN can be used to solve problems involving classification and regression. Since the entire dataset is used 

during the testing stage, it is sometimes referred to as instance-based learning or lazy learning. The learning and classification 

algorithm KNN, is sample-based. The k-nearest neighbor classification algorithm assumes that a sample belongs to a category if 

the majority of its K-nearest neighbor samples also fall into that category [19]. The closest criterion might be the Euclidean 

distance of the feature vector, and the term ‘nearest neighbor’ refers to a single or multiple feature vector that is used to describe 

the sample.  

As a result, testing is expensive and slow. KNN makes use of neighbors' majority votes and feature similarity. The prediction 

result received the most votes among the classes. KNN has drawbacks including high storage needs, computational complexity, 

and inability to handle missing values.  

Random Forest (RF) Algorithm 

An ML classifier called Random Forest (RF) uses numerous decision trees on various dataset subsets and averages the outcomes 

to increase prediction accuracy. A condition is compared with one or more properties of the input data at each treenode. To get 

the findings, RF gathers predictions from various decision trees rather than relying solely on one. Each tree casts a vote for a 

specific class, and the class receiving the most votes is the projected class. On unbalanced datasets, RF performs admirably, and 

there aren't many classification mistakes.  

J48 Decision Tree Algorithm 

Based on different attribute values of the available data, a predictive machine learning model known as the J48 Decision tree 

selects the target value of a new sample. In a decision tree, the internal nodes stand in for the distinguishing characteristics, the 

branches between the nodes show potential values for these characteristics in the observed samples, and the terminal nodes show 

the dependent variable's final value (classification). To categorize a new object using the J48 technique, a decision tree based on 

the attribute values of the available training data must first be built. Thus, as soon as it makes touch with a collection of items, the 

characteristic that most obviously sets the other cases apart is detected (the training set). Since it can correctly identify the data, it 

is said that this characteristic offers the greatest information gain. Now, out of all the potential values for this feature, if there is 

one for which there is no ambiguity, meaning that all data instances falling under its type have the same value for the goal 

variable, then we end that branch and assign it the target value. 

Bayesian Network (Bayes Net) Algorithm 

A probabilistic model called a Bayesian Network (Bayes Net) uses a graphical layout to resolve difficult issues. It offers 

information on a field where each node corresponds to a collection of random variables and each edge to a statistical link between 

those variables. Additionally, each node's related random variables are connected to a conditional probability distribution. 

Conditions or states might be part of the random variable. Probabilistic causal links are represented using the Bayes Net system.  

System Implementation 

The UNSW-NB15 dataset is used as the working dataset in the Network Intrusion Detection System project, which seek to assist 

in the detection of intrusion in a network. The Weka machine learning workbench is used to train four models: K-Nearest 

Neighbor (KNN), Random Forest (RF), J48, and Bayes Network. These models are developed and tested using a contemporary 

network dataset. The choice of the Weka Simulation tool to be utilized for this purpose is the first stage in the modeling of the 

network intrusion detection system models.  

Performance Evaluation Metrics 

The performance of the machine learning algorithms in the detection of anomalies is assessed using fundamental performance 

scoring criteria, such as precision and recall. ML models operate on the tenet of helpful feedback. Models are created, reviewed 
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using metrics, and adjusted as needed to increase performance. Regression, classification, clustering, and ranking all use different 

metrics. The performance criteria that were utilized in this study to rate the ML classifiers for intrusion detection are described 

below. The confusion matrix's elements are used to evaluate the evaluation metrics. The confusion matrix is a N * N matrix, 

where N is the total number of classes. 

The precision ratio is the sum of the true positives and false positives. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                                       

where false positive (FP) is the number of times benign conditions were mistakenly classified as attacks and true positive (TP) is 

the number of attacks that were accurately identified as attacks. 

Recall is the proportion of true positive responses to the total of false negative and true positive responses. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                                            

where false negative (FN) is the number of incorrect classifications of an attack as benign.  

The percentage of incidents in a dataset that were correctly classified as an attack or benign is known as accuracy.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑁 + 𝑇𝑃)

(𝑇𝑁 + 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃)
                                                                            

where true negative (TN) is the number of correct classifications of benign as benign.  

The recall and precision are combined to form the weighted harmonic mean, or F-Measure. 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =  
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
                                                                            

The amount of time needed to train and test the classification model is called execution time. 

Accuracy, precision, recall, and F-measure are all reported as percentages in the performance evaluation. 

Classification Model 

Simulating and Modelling ML Algorithms in Weka 

Here, we employ the classification algorithms in Weka; cross-validation with ten folds is the test option applied to all techniques. 

It repeats the entire procedure ten times, calculates the rule using the entire dataset, and outputs the outcome. The Zero R 

classifier serves as the baseline for four classification techniques, forecasting the predominant category. It provides a reliable 

performance estimate and has a 68.06 percent accuracy rate by class. The true baseline was tested using the UNSW-NB15 

dataset, with accurate classifications of 68.06 percent and incorrect classifications at 31.94 percent. 

Model Built with the K-Nearest Neighbour Algorithm (Lazy) 

In the Weka tool, the KNN method is referred to as IBK, which stands for instance-based. As a result, it is known as the instance-

based model, where k is the number of knowledge instances. It constructs the model in 0.03 seconds using the stratified 10-fold 

cross-validation technique.  

KNN had a K value of 3, correctly classifying instances (170114) at 97.02 percent. The time required to develop the model grows 

as the number of k-values climbs as well. More accurately classified instances (accuracy), better TP, FP, and Recall results from 

higher k-values, but lower Precision. According to interpretation, accuracy in each class is 97.02 percent. The table below shows 

the recorded data for the confusion matrix, True Positive, False Positive, Precision, Recall, F-Measure, MCC, ROC Area, PRC 

Area, and Class Rates.  

Figure 6: Performance of KNN on the UNSW_NB15 dataset 

 

k-value =3 
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Model Built with The J48 Algorithm (Trees) 

Figure 7: Performance of J48 on the UNSW_NB15 dataset 

 

The decision tree algorithm took 43.24 seconds to generate the j48 classifier model. It categorized occurrences properly in 

173893 cases with a 99.17 percent accuracy rate and inaccurately in 1448 cases with a 0.83 percent accuracy rate. This might also 

mean that the accuracy for each class is 99.17 percent. As illustrated in the diagram, the confusion matrix, True positive, False 

positive, Precision, Recall, F-Measure, ROC Area, PRC Area, and Class Rates were all reported. 

Model Built with The Random Forest Algorithm (Trees) 

Building the model for Random Forest bagging in Weka takes 200.24 seconds with 100 iterations and a base learner. 1899 cases 

were wrongly classified at 1.08 percent, while successfully classified instances (173442) had 98.92 percent. As illustrated in the 

diagram below, the confusion matrix, True positive, False positive, Precision, Recall, F-Measure, ROC Area, PRC Area, and 

Class Rates were all reported.  

Figure 8: Performance of RF on the UNSW NB15 dataset 

 

Model Built With the Bayes network Algorithm (Bayes) 

Bayes Net using the same stratified cross-validation spent 17.21 seconds in building the model. It has correctly classified 

instances (168001) at 95.81% and incorrectly classified instances (7340) at 4.19%. This can also be interpreted that accuracy by 

class is 95.81%. The confusion matrix,  

True positive, False positive, Precision, Recall, F-Measure, ROC Area, PRC Area, and Class rates were recorded as shown in the 

diagram below. 

Model Built with The Bayes Network Algorithm (Bayes) 

Using the same stratified cross-validation, BayesNet built the model in 17.21 seconds. Instances correctly classified (168001) 

have a 95.81 percent accuracy rate, whereas those mistakenly classified (7340) have a 4.19 percent accuracy rate. This can also be 

read as 95.81 percent accuracy by class. As illustrated in the diagram below, the confusion matrix, True positive, False positive, 

Precision, Recall, F-Measure, ROC Area, PRC Area, and Class Rates were all reported.  
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Figure 9: Performance of Bayes Net on the UNSW_NB15 dataset 

 

Source: Experimental Analysis 2022 

Cross-Validation 

The preferred approach used for this project is cross-validation. It is a system for determining how a factual dissection will 

ultimately add up to a separate dataset. It is primarily used in situations where the goal is known, and one wants to make an 

educated guess about how precisely a prophetic model would function in real-world applications. It is typical to use 10-fold cross-

validation. In stratified K-fold cross-validation, the folds are selected so that the mean response value is essentially the same 

across all of the folds.  

III. Results and Discussions 

Figure 11: Predictive Accuracies of the ML Models 

 

Source: Experimental Analysis 

The table above shows the accuracy results for the training set, supplied test set, 10-fold cross-validation, 5-fold cross-validation, 

and 80 percent split test sets. Although technically not a component of the models created, ZeroR was simply utilized as a 

baseline benchmark and has been demonstrated to produce workable results with accuracies above 50%. All algorithms in the 

training test performed well, which aids in the development of more precise predictive models. To provide a conclusive, objective 

performance measure of the entire model construction process, the Supplied test set option was also available. Compared to 

training and other methods, its results were noticeably less impressive, but it nevertheless served its intended role in the model-

building process.  

Additionally, the 10-fold and 5-fold validation processes were used in the cross-validation process. It is clear from both 

perspectives that the model produces significantly more accurate results when it is repeated ten times rather than five. Actually, 

only 10-fold was used in the project; however, 5-fold was added for comparisons solely to drive a point home.  

It was also noted that the 80/20 split, which represents the training set and test set, did not perform poorly at all. Only a few 

decimals separate 10-fold cross-validation from the 80% mark. It was also clear that although the 5-fold cross-validation yielded 

lesser results than the 10-fold, it still outperformed the 80 percent split.  

As a result, it is possible to conclude that the percentage split does not produce as accurate predictive models as the 10-fold cross-

validation. As a result, it is frequently used throughout this model building.  
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Table 4: Correct and Incorrectly Classified Instances 

Technique Results (Accuracy) 

Correctly Classified Instances Incorrectly Classified Instances 

1. K-Nearest Neighbour (KNN) 97.02% 2.98% 

2. Random Forest (RF) 98.91% 1.08% 

3. BaiyesNet 95.81% 4.19% 

4. J48 99.17% 0.83% 

Source: Experimental Analysis  

J48 correctly identified the majority of occurrences, while RF, the KNN, and BayesNet correctly identified the minority. Here, it 

is concluded that using 10-fold cross-validation, J48 and RF outperformed the other classifiers in terms of accuracy, precision, 

recall, and F-measure. However, the sluggish KNN was the fastest in terms of execution time or model building time, clocking in 

at 0.04 s, while RF was the slowest, taking 200.24 s.  

Confusion Matrix  

An instrument for visualizing supervised learning is a confusion matrix (in unsupervised learning it is called a matching matrix). 

An overview of the number of instances a categorization model properly or erroneously predicted. 

Overall Evaluation 

According to the analysis of the results in the table below, the network intrusion model with the J48 algorithm outperformed all 

the other models with a 99.17 percent predictive accuracy, followed by the Random Forest, the KNN algorithm, the BayesNet, 

and the Logistic Regression with 98.91 percent, 97.02 percent, 95.81 percent, and 93.76 percent, respectively.  Another inference 

that can be made from the findings of the models is that they are suitable for use in any intrusion detection techniques. This is 

supported by the fact that the True positive, precision recall, f-measure, ROC area, and PRC area all produced good positive 

results.  

Additionally, the MCC's possible values range from -1 to +1. An ideal model has a score of +1, whereas an imperfect model has a 

score of -1. In addition, when percentages are converted to decimals, all of the MCC values in the table have positive values, 

which is another argument in favor of calling these models better. One of the main benefits of MCC is its quality because it 

makes it simple to interpret. Instead, the Matthews correlation coefficient (MCC) is a more dependable statistical measure that 

only yields a high score if the prediction performed well in each of the four categories of the confusion matrix (true positives, 

false negatives, true negatives, and false positives), proportionally to the size of the dataset's positive and negative elements.  

Another inference from the results is that RF, one of the better at detecting accuracy, takes a long time to create its model, taking 

200.24 seconds, whereas KNN generated its model in 0.04 seconds. The least accurate prediction model (BayesNet) ran in 17.21 

seconds, whereas J48 executed in a respectable 43.24 seconds.  

Figure 12: Performance of the classifiers under cross-validation 

 

Source: Experimental Analysis  

Comparing Classifiers Using the Weka Experimenter 

The Weka ML tool comprises five applications, as was already described earlier, however only the Explorer was used throughout 

the project to generate models. The inability to make two or more classifiers run simultaneously is one drawback of using the 

explorer. The use of two datasets simultaneously is also prohibited. 

Another program that could be able to fix these explorers' flaws is the Weka Experimenter. While the experimenter can use as 

many classifiers or datasets as necessary, the explorer is limited to evaluating models separately. In addition to the dataset that 

was used, the four ML classifiers were therefore loaded into the experimenter in this stage. 
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The classifiers are loaded, run against the dataset, and then analyzed. Additionally provided below is the performance evaluation 

table for the classifiers. As with the explorer, there is no need to assess each classifier's performance separately. 

Figure 14: The experimenter results evaluation table 

 

Source: Experimental Analysis  

The Weka Experimenter allows users to contrast the results of various classifiers on a single or a collection of datasets. According 

to the aforementioned data, the J48 model had a forecast accuracy of 99.18 percent, followed by RF with 98.89 percent, KNN 

with 97.02 percent, and BayesNet with a final accuracy of 95.81 percent. The data were evaluated using the 10-fold cross-

validation method to test all classifiers. 

By choosing either precision, recall, f-measure, or any other evaluation metric under consideration, the Experimenter comparison 

field allows for the creation of several comparisons. Accuracy (percent correct) was chosen for this project's comparisons, as can 

be seen above. Also compared were occurrences that were incorrectly classified. 

Figure 15: Percentage of incorrectly classified results. 

 

Source: Experimental Analysis  

Utilizing the experimenter is intended to produce valid comparisons between the models developed. 

IV. Conclusion 

This study evaluated and discussed models for network intrusion detection. The implementation of the intrusion detection models 

makes use of supervised machine learning techniques. The J48 Decision Tree, the Random Forest (RF), the Bayesian Network 

algorithm, and the K-Nearest Neighbor (KNN) approaches were used in this paper. In the K-Nearest Neighbor model, different 

values of K (1 and 3) were tried, and the best results were chosen. Using the UNSW NB15 dataset, the performances of the 

proposed models were compared to one another. Two distinct sets of the UNSW NB15 dataset were created. Eighty percent of the 

dataset was used in one set for training, while twenty percent of the dataset was used in the other set for model testing.  
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The implementation of the models made use of forty-four (44) features from the dataset. The nine categories of network 

intrusions in the UNSW NB15 dataset are Analysis, Backdoor, DoS, Exploits, Fuzzers, Generic, Reconnaissance, Shellcode, and 

Worms. The classifiers were trained and tested using the percentage split (80:20), five-fold, and ten-fold cross-validation. The 10-

fold cross-validation produced the model with the highest prediction accuracy, which is why it is preferred in this research. 

Accuracy, precision, recall, and F-measure were employed as performance indicators for evaluation. The network intrusion 

detection models were created using the Weka Machine Learning workbench. 

According to the findings obtained, J48 performed the best and had an average execution time. The execution time for RF was the 

longest. KNN's execution time was the quickest, and its performance results were marginally worse than those of J48 and RF. In 

conclusion, J48 offers the optimum balance between execution speed and performance.  

Research Limitations 

The project has limitations, even though this study presented and examined network intrusion detection models utilizing machine 

learning techniques such as KNN, J48, RF, and Bayes Net. Based on research done by [13] features in the UNSW NB15 dataset 

were chosen. Without examining how the chosen features may impact the developed models' accuracy of detection and recall, 

they were used. Since smaller datasets are simpler to analyze, feature reduction poses a compromise between accuracy and 

simplicity, the research used relatively little feature selection (dimensionality reduction).  

Future Works 

Future studies may expand the model construction to take into account additional techniques like neural networks and support 

vector machines. Additionally, a distinct dataset can be utilized to train and test the models, ensuring that they can recognize 

intrusions.  
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