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Abstract— Advancements  in  artificial  intelligence  (AI)  and  machine  learning  (ML)  have  paved  the  way  for  transformative solutions in healthcare, particularly for individuals with severe physical disabilities. This research presents an innovative assistive communication platform tailored to Sinhala-speaking patients in Sri Lanka, addressing the unique challenges faced by individuals with  Amyotrophic  Lateral  Sclerosis  (ALS)  and  spinal  cord  injuries  (SCI).  These  conditions  severely  restrict  mobility  and communication,  leading  to  social  isolation  and  diminished  quality  of  life.  The  proposed  system  integrates  eye-gaze  tracking, speech  recognition,  and  natural  language  processing  (NLP)  technologies  to  provide  inclusive  and  effective  communication solutions. For ALS patients, real-time eye-gaze tracking powered by MediaPipe interprets gaze movements as inputs, processed by a dense neural network (DNN)-based chatbot that generates responses in both English and Sinhala text and voice outputs. For SCI patients, who often retain speech abilities but face physical limitations, the system leverages speech recognition and NLP to interpret  spoken  commands,  translating  them  into  Sinhala  text  and  synthesized  speech.  The  dual-system  approach  ensures inclusivity,  catering  to  the  larger  SCI-affected  population  while  remaining  adaptable  to  the  needs  of  ALS  patients.  Despite challenges  such  as  precision  in  gaze  tracking,  complexities  in  Sinhala  speech  recognition,  and  cultural  nuances  in  NLP,  the system  demonstrates  significant  potential  to  enhance  independence,  social  inclusion,  and  overall  quality  of  life  for  patients. Empirical  validation  highlights  the  system's  effectiveness,  with  high  accuracy  in  intent  identification  and  response  generation. This research  underscores the importance  of  culturally  adapted,  scalable assistive  technologies,  offering a  foundation  for  future innovations  in  underserved regions.  By  bridging  communication  barriers,  this  platform represents a  transformative  step  toward empowering individuals with disabilities.
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I. Introduction 

Recent  advancements  in  Artificial  Intelligence  (AI)  and  Machine  Learning  (ML)  are  changing  healthcare.  They  are  particularly helping those with severe physical disabilities. Conditions like Amyotrophic Lateral Sclerosis (ALS) and spinal cord injuries (SCI) limit mobility and communication. This often leads to social isolation and a lower quality of life. This research aims to create an assistive  communication  platform  for  Sinhala-speaking  patients  in  Sri  Lanka.  It  will  use  advanced  technologies  like  eye-gaze tracking, voice recognition, and chatbot-based Natural Language Processing (NLP) [10, 11].

ALS is a progressive neurodegenerative disorder. It causes paralysis and eventually leads to the loss of communication abilities. In contrast,  SCI is  often  caused  by  traumatic  events  like road accidents  or  falls.  It results in  severe  physical limitations  but usually preserves speech. In Sri Lanka, SCI is significantly more prevalent than ALS, reflecting global trends where SCI is a leading cause of disability. Worldwide, SCI affects millions annually, with approximately 20.6 million prevalent cases and 0.9 million new cases each year. Developing countries, including those in South Asia, report a high incidence of SCI, primarily due to traumatic causes. Sri Lanka reflects this trend, as road injuries are a major cause of SCI cases, especially among males and older adults. ALS, on the other hand, is rare and has a much lower prevalence  both globally  and in the region. Due to the  significant impact  of  SCI in  Sri Lanka,  this  research  uses  a  dual-system  approach.  This  approach  addresses  the  needs  of  both  SCI  and  ALS  patients,  ensuring inclusivity while focusing on the larger affected group [1].

The proposed  system has two  subsystems  to meet  the needs  of  different  groups:  eye-gaze  tracking  for  ALS patients and  speech recognition  for  SCI  patients.  This design is inclusive and adapts  to  each  condition's  specific requirements.  For  ALS  patients,  the system  uses  real-time  eye-gaze  tracking  from  MediaPipe  to  detect  gaze  movements.  These  movements  act  as  user  inputs.  A chatbot,  built  using  Dense  Neural  Networks  (DNNs),  processes  these  inputs.  It  generates  responses  in  English,  which  are  then converted into  Sinhala text and  voice  outputs.  This  dual-output  feature helps patients  share  their thoughts, needs,  and  emotions, even without speech. The system also converts Sinhala text into synthesized speech. This allows caregivers and family members to quickly grasp the patient’s intentions. Its intuitive design and focus on Sinhala-speaking users make it especially relevant in Sri Lanka [2].

For  SCI  patients,  the  system  leverages  speech  recognition  to  interpret  spoken  commands  in  English.  The  chatbot  handles commands and  creates responses  in English. These responses are  then translated into  Sinhala.  The translated  text appears  on  the
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interface  and  is  also  converted  into  Sinhala  speech  using  text-to-speech  technology.  This  dual-output  method—showing  Sinhala text  and  playing  Sinhala  voice—ensures  clear  communication.  It  helps  caregivers  and  family  members  understand  the  patient’s needs  quickly.  This  solution  makes  communication  easier  and  provides  an  accessible  way  for  patients  to  express  their  needs, whether for medical help, social interaction, or emergencies.

Developing  such a  system  presents  unique  difficulties. Eye-gaze tracking needs high  precision  and adaptability. This is vital  for users with limited gaze control. Speech recognition in Sinhala adds more challenges because of the language's unique sounds and structure. The NLP chatbot must generate accurate responses. It also needs to adapt to Sinhala's cultural and linguistic details for a natural  user  experience.  Additionally, text-to-speech  conversion in  Sinhala requires  careful  attention  to  pronunciation  and  clarity for effective communication.

This research marks a  significant advance in assistive  communication technologies  for  Sinhala-speaking  patients in Sri  Lanka. It empowers individuals with ALS and SCI to communicate better. This, in turn, boosts their independence, quality of life, and social inclusion. The next sections of this paper will cover the system's technical architecture, evaluate its performance through tests, and discuss its wider impact on healthcare and beyond.


II. Literature Review 

This literature review explores Eye-Tracking Technologies and chat-bots in Education, Healthcare, and Mental Healthcare.


Eye tracking technologies 

All  Eye-tracking  technologies  digitize  human  interaction  with  their  environment,  including  cognition,  psychology,  health,  and computing.  Three  eye-tracking  methods  include  direct-connected  devices  with  infrared  sensors,  electrodes  placed  near  eyes  to measure electrical potentials, and computer vision algorithms that follow and identify human eyeballs in real-time. These methods are  crucial  for  applications  like  eye-based  communications  and  computer  environment  interactions.  Tracking  human  eyes  is essential  for  understanding  cognition,  psychology,  computing,  and  health  and  for  understanding  human  interactions  with  their environment [2].

Wassan et al. developed a home automation system based on an eye blink sensor for elderly and paralyzed patients. Using Arduino Nano  and  various  sensors,  the  system  recognizes  the  intent  to  blink,  decodes  the  signal,  and  controls  specific  equipment accordingly.  It  includes  Bluetooth,  RF  LINK  Pair  modules,  a  TCRT  5000  Eye  Blink  Sensor,  and  Arduino-compatible microcontrollers. The system also has a Bluetooth module for updates and alerts [3].

Heravian et al. Developed an IoT-based smart home system for Spinal Cord Injury (SCI) patients using a non-invasive technique that tracks  eye  movement. The  system  uses an algorithm  that  offers  more  accurate and  faster  connections  compared to previous ones. Through eye tracking, individuals with SCI can control an IoT-based smart home. The command receipt, confirmation, and execution time is under 10 seconds. Face detection is based on features detected by MATLAB software and implemented with an Arduino Mega 2560 board for the IoT component [4].


Chatbots for Education 

Chatbots are  used in the  educational  sector, particularly in providing  organizational support  for  exams,  courses, and studies. The study focuses on developing a chatbot for professional guidance based on John Holland's theory and the RIASEC questionnaire and education.  In  the  chatbot,  students  entering  the  job  market  with  their  undergraduate  and  graduate  degrees  are  assessed  for  their dominant personality type [5]. Chatbot technology is one of the innovations that can bridge the education gap with technology in the  e-learning  context.  A  chatbot  in  learning  can  offer  students  the  feeling  of  one-on-one  interactions  with  the  teachers  [6].  A supportive  system  in  friendly  instancing  that  enables  new  students  to  make  friends  when  joining  a  university.  Chatbots  are  also helpful  when  it  comes  to  social  learning.  Hence,  students  with  various  learning  abilities  can  discuss  various  aspects  of  a  given subject in front of the robot while returning to the previous version [7].


Chatbots in  healthcare 

The  evolution  of  chatbots  in  artificial  intelligence  highlighted  the  shift  to  end-to-end  neural  networks  and  the  encoder-decoder recurrent model around 2015. With examples such as "One Remission" for cancer patients and "Babylon" for common illnesses, it presents  a  survey  of  recent  chatbot  literature.  It  outlines  a  functional  architecture  for  a  healthcare  assistance  chatbot  [8].  A  chat messaging service known as ‘Safedrugbot’ can help by giving users and assisting health professionals,The doctor provided relevant information regarding drug use during breastfeeding [9]. Patients are reminded to take medications by the "Florence" chatbot, their pills [10].


Chatbots in Mental healthcare  

There have been recent advancements in the use of chatbots in the mental care setting, mainly for improving social skills during a program involving the treatment of depression more than as a therapeutic tool. Much research has been conducted to determine the viability of employing chatbots in this domain. A review has been made to examine the available literature to see if chat agents or chatbots are currently used in psychiatry and their usefulness in diagnosing and treating different mental disorders. If chatbots are being  utilized  ethically  and  ethically,  they  could  be  a  new  type  of  tool  in  psychiatry  [11].  A  chatbot  can  also  be  utilized  as  a
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psychiatric  counselor  through  emotional  dialogue  analysis  and  sentence  generation  [12].  A  case  study  was  performed  on  the efficacy  of  the  chatbot in  a  sequence  of mental health  self-taught tutorials.  This  was mainly  due  to lack  of  sufficient number  of psychological specialists despite the increasing need for mental counseling. The chatbot's effectiveness was highly beneficial, and it erased  stressful  feelings  and  kept  motivating  them,  unlike  a  web  course  series  [13].  Moreover,  there  is  a  concern  that  involves empathetic, health-oriented conversational chatbots for those with major depression [14].


III. Methodology  

This section explains how we developed an assistive communication system. It combines Natural Language Processing (NLP) and eye-tracking technologies. The system aims to improve interaction for people with severe physical disabilities, like paralysis and spinal  cord  injuries  (SCI).  Patients  can  use  eye  movements  or  voice  commands  to  express  their  needs.  An  AI-driven  chatbot processes these inputs to provide meaningful responses and alerts for caregivers.
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Fig. 1.System overview

Fig. 1.  describes  an assistive  communication  system  that helps  patients  with mobility  disabilities  communicate  with  caregivers using  their  eyes  or  voice.  Initially,  the  caregiver  must  set  the  mode  according  to  the  patient's  preference.  The  patients communicate their wants, for example, help with food and the bathroom and call a caregiver through specific eye movements or vocalizations.  It also  controls  and interprets  eye  or  voice  inputs  to  generate the required  commands. The  AI-integrated  chatbot generates  meaningful  messages  from the respective  patients  and  transmits  the  messages to  alert  the  caregiver through  a  mobile application.  Which  ensures  a  quick response  is  made. This  system  improves  communication  for  mobility-restricted  patients  by validating information with AI and real-time notifications, thus making caregiving more accurate and efficient.


Eye gaze tracking 

The system employs a webcam to capture video input, which serves as the primary source for gaze tracking. The captured frames are processed using the OpenCV library in conjunction with MediaPipe Face Mesh, enabling precise detection of facial landmarks. This  setup is  particularly  focused  on identifying  key  features in the  eye  region,  which is  essential  for  accurate  gaze tracking.  By leveraging the eye landmarks detected by MediaPipe, the system calculates the position of the iris relative to the eye socket. This calculation determines the relative gaze direction, such as up, down, left, or right, allowing the system to interpret sustained gaze positions as specific commands or requests.

To  achieve  this,  a  method  was  developed  to  determine  the  horizontal  and  vertical  positions  of  the  iris  relative  to  the  eye  by comparing its x and y coordinates with those of the eye center. This method returns a string indicating the iris's position, which is used  to  infer  the  user's  gaze  direction.  However,  initial  evaluations  revealed  that  the  method's  accuracy  and  robustness  were insufficient,  prompting  further  refinement  to  enhance  its  performance.  This  step  is  critical  for  ensuring  reliable  interpretation  of gaze-based inputs, which forms the foundation of the system's functionality.
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Fig. 2.Action Triggers Based on Gaze Position

Fig.  2  illustrates  the  modified  approach  implemented  to  address  the  issues  of  accuracy  and  robustness  observed  in  the  initial system. The revised method calculates the horizontal and vertical deltas between the iris center and the eye center. The system then evaluates  which  delta—horizontal  or  vertical—has  the  greatest  magnitude,  ensuring  that  the  primary  direction  of  movement  is prioritized.  The  iris  position  is  subsequently  categorized  based  on  whether  the  absolute  value  of  the  largest  delta  exceeds  a predefined threshold. This refinement enhances the precision of gaze direction detection, enabling a more reliable interpretation of user inputs.

Furthermore,  the  system  tracks  the  gaze  position  for  a  duration  exceeding  two  seconds  to  trigger  corresponding  actions.  For instance, a prolonged gaze to the left may be interpreted as a request to use the washroom, while a gaze to the right could indicate hunger.  This  temporal  threshold  ensures  that  accidental  or  transient  gaze  movements  are  filtered  out,  allowing  the  system  to respond only to deliberate and sustained user inputs. This approach significantly improves the system's functionality and usability for individuals relying on gaze-based communication.


Speech Recognition and Response Generation 

The system integrates advanced technologies to enable seamless and efficient interaction, beginning with speech recognition. User inputs are captured via a microphone and processed using the Speech Recognition library, which converts spoken commands into text through Google’s Speech Recognition API. This ensures high accuracy in transcribing user inputs, forming the foundation for subsequent processing.

The transcribed text is then passed to the Natural Language Processing (NLP) component, which employs a trained neural network to perform tokenization, lemmatization, and text classification. These steps enable the system to accurately identify the user’s intent by  breaking  down  the  input  into  meaningful  components  and  analyzing  its  context.  Once  the  intent  is  determined,  the  system proceeds  to  response  generation  and  action  execution.  It  selects  an  appropriate  response  from  a  predefined  set  of  options  and triggers corresponding actions, such as sending alerts to caregivers or executing specific commands.

This streamlined workflow ensures that communication is both efficient and accurate, tailored to the unique needs of the user. By combining  speech  recognition  with  advanced  NLP  techniques,  the  system  provides  a  robust  and  user-friendly  solution  for enhancing communication capabilities in individuals with mobility impairments.


Chat bot creation 

This  section  outlines the  process  of  designing and training a neural network-based  chatbot model  capable  of  interpreting natural language inputs to accurately identify user intent. The development of the chatbot involves several critical steps, including dataset preparation, data processing, and the construction of a neural network model

Dataset  preparation:  The  foundation  of  the  chatbot  lies  in  a  structured  dataset  comprising  predefined  user  intents  formatted  in JSON. Each intent is associated with multiple typical user expressions (patterns) and corresponding system-generated responses. The initial dataset, sourced from myintentnew.json, includes a variety of intent categories such as greetings, emergency requests, and general inquiries. This dataset enables the chatbot to recognize and respond to a diverse range of user inputs effectively.

Data processing: To prepare the data for training, a series of preprocessing steps are applied. Tokenization is performed using the NLTK  library,  which  segments  the  text  into  individual  words. Lemmatization is  then  carried  out  using  NLTK’s WordNetLemmatizer to reduce words to their base or dictionary form, ensuring consistency in the dataset. Filtering is applied to remove  non-essential  characters  and  punctuation,  thereby  cleaning  the  data.  Finally, feature  extraction involves  creating  a vocabulary list (words.pkl) from the lemmatized words, ensuring the uniqueness of each word. Each pattern is converted into a "bag  of  words"  vector,  where  the  presence  or  absence  of  a  word  is  represented  by  1  or  0,  respectively.  This  transformation converts textual data into a numerical format suitable for machine learning models.

Neural Network Model: The chatbot model is constructed using a sequential architecture developed with Keras. This architecture consists of multiple layers designed to process the feature vectors derived from the text input. The model is structured to handle the  complexities  of  natural  language  understanding,  ensuring  accurate  intent  classification  and  response  generation.  The following sections provide further details on the model's architecture and training process.
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Fig. 3.DNN for model.

The  neural  network  model  is  designed  with  a  structured  architecture  to  effectively  process  input  data  and  classify  user  intents. The input  layer accepts input  vectors  whose dimensions  correspond to  the length  of  the  vocabulary,  ensuring that the  model  can handle the full range of textual inputs. To mitigate overfitting, the architecture incorporates two hidden dense layers with 128 and 64 neurons, respectively.  These  layers are  followed  by  a dropout  layer,  which randomly  deactivates  a  portion  of neurons  during training to enhance the model's generalization capabilities. The output layer consists of a dense layer with a neuron for each intent class. This layer employs the softmax activation function to generate probability distributions over the classes, enabling the model to predict the most likely intent based on the input data.

For  model  optimization,  the Stochastic  Gradient  Descent  (SGD) optimizer  is  utilized,  configured  with  a  learning  rate  of  0.01, momentum of 0.9, and Nesterov acceleration. This configuration ensures efficient convergence during training while maintaining stability. The model is compiled using the categorical cross-entropy loss function, which is well-suited for multiclass classification tasks. This loss function measures the discrepancy between the predicted probability distribution and the true distribution,  guiding the  model  toward  accurate  intent  classification.  Together,  these  components  form  a  robust  framework  for  training  the  chatbot model, ensuring high performance and reliability in interpreting user inputs.
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Fig. 4.DNN for model.

The architecture of the model is illustrated in Fig. 3. It is a feed-forward neural network comprising two hidden layers, where each neuron  in  the  current  layer  is  fully  connected  to  every  neuron  in  the  previous  layer,  ensuring  comprehensive  information  flow across  the network.  The input layer receives  the  bag-of-words representation  of  the patterns,  with the number  of neurons  in this layer  corresponding to the  size  of  the  vocabulary. The  output  layer  consists  of neurons representing  specific intent tags,  such  as greetings, hungry, toilet, cancel, emergency, and goodbye. Each neuron in the output layer computes probabilities for the respective intents using the softmax function as the activation function. The softmax function, which serves as the final output of the network, is defined by the following formula:
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Fig. 5.Softmax Function.

User input is first preprocessed and transformed into a bag-of-words representation before being fed into the neural network. The network processes this input and assigns probabilities to each neuron in the output layer, corresponding to different intent  classes. These probabilities vary, reflecting the model's confidence in classifying the user's intent. The neuron with the highest probability is selected, and a random response from its associated intent category is generated and returned to the user. In cases where the user's input  does  not  align  with  any  predefined  intents,  a  default  response  from  the  "greetings"  category  is  provided.  To  ensure meaningful and confident responses, the system displays the final output only if the maximum probability assigned to the selected
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neuron  exceeds  a  threshold  of  0.75.  This  approach  ensures  that  the  chatbot  provides  accurate  and  contextually  appropriate responses while minimizing irrelevant or low-confidence outputs.

Training: The training process begins by shuffling the dataset to prevent the model from learning any potential sequential biases inherent in the data order. The model is trained over 300 epochs with a batch size of  five, striking an optimal balance between computational efficiency and convergence speed. This configuration ensures that the model learns effectively  without excessive computational overhead.

The neural network training was conducted using Google Colaboratory (Colab), a cloud-based platform that provides free access to high-performance GPUs and TPUs. The training process leveraged the NVIDIA Tesla K80 GPU available within Colab’s managed environment, which significantly accelerated computations due to its high memory bandwidth and parallel processing capabilities. The use of Colab’s Jupyter notebook interface further enhanced flexibility, enabling seamless development, testing, and iteration of the machine learning model without the need for physical hardware infrastructure.

Throughout the training process, progress was monitored using loss and accuracy metrics across epochs. This monitoring ensures that the model  learns  effectively  from the  data, minimizing loss and maximizing accuracy.  This approach  optimized the training process for both performance and efficiency, ensuring robust model development within a scalable and accessible environment.

IV. Results & Evaluation 

Preprocessing and training progress  result of chatbot model 

The  preprocessing  phase  is  critical  in  preparing  the  data  for  model  training.  It  involves  tokenization,  lemmatization,  and  the creation of a bag-of-words representation. These steps are essential for transforming raw text into a structured format suitable for machine learning algorithms, enabling the extraction of meaningful insights from the data.

Tokenization was performed using the NLTK tokenize module, which splits the training data into individual tokens based on white spaces.  Each  token  represents  a  word  or  punctuation  mark.  Fig.  6.  illustrates  the  tokenization  results,  displaying  the  tokenized words alongside their corresponding classes.

Lemmatization is a linguistic normalization process that reduces words to their base or root form, known as the lemma. This step was  applied to  each  word  in the  dataset,  followed  by  the removal  of  punctuation marks. The resulting lemmas  were  then  sorted alphabetically,  and  duplicates  were  eliminated  to  ensure  uniqueness.  This  process  enhances  the  efficiency  of  natural  language processing tasks by reducing redundancy and maintaining consistency. The results of the lemmatization process are depicted in Fig. 7.

Neural networks require numerical inputs, as raw text cannot be directly processed. To address this, the bag-of-words approach was employed, where each sentence is represented as a vector of binary values corresponding to the presence or absence of words in the model's  vocabulary.  Specifically,  a  word  present  in  the  vocabulary  is  encoded  as  "1,"  while  absent  representation  for  the  input string: “[‘wishing,’ ‘you,’ ‘a’, ‘fantastic,’ ‘day,’ ‘!’].”words are encoded as "0." Fig. 8. demonstrates the bag-of-words.
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Fig. 6.Tokenizing Result.
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Fig. 7.Lemmatization Result.
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Fig. 8.Bag of words

Table I. Training Progress by Epoch.

Epoch           Loss           Accuracy

50         0.2135           0.8873

100         0.1733           0.9155

300         0.1106           0.9577

 

As shown in TABLE I. the model exhibited significant improvement over the training period. At Epoch 50, the loss was 0.2135, with an accuracy of 0.8873. By Epoch 100, the loss decreased to 0.1733, and the accuracy increased to 0.9155. Further training up to Epoch  300 resulted in the lowest  loss  of  0.1106 and the highest accuracy  of  0.9577, indicating  successful model  convergence and optimal performance.


Mode Selection Interface 

The system offers two interaction modes: Eye Mode and Talking Mode, which can be selected via voice commands. For instance, if the user says "eye mode," the system activates the eye-tracking interface.
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Fig. 9.Examples of eye gaze tracking emergency (A), hungry (B), restroom (C), cancel (D).

Fig. 9 demonstrates the eye gaze tracking functionality for various scenarios: (A) emergency, (B) hunger, (C) restroom needs, and (D) cancellation. The system interprets specific eye movements to generate corresponding messages when Eye Mode is enabled. For example, moving the eye to the left triggers a message indicating the need to use the washroom,  as shown in (C). Moving the eye  to  the right  generates a message  indicating hunger,  as  depicted  in  (B). Moving the  eye  downward  signals an  emergency,  as illustrated in (A). Moving the eye upward cancels the previous request, as shown in (D). This intuitive interface enables paralyzed individuals to communicate effectively using eye movements, enhancing their ability to express needs and interact with caregivers.


Validation by Medical Professionals 
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The  proposed  system,  titled "Empowering  Communication  for  Paralyzed  Individuals  and  Spinal  Cord  Injury  Patients:  An Intelligent System with Eye Gaze Tracking, Voice Assistance, and Chatbot Integration," has been rigorously evaluated by medical professionals with extensive experience in treating patients with spinal cord injuries, paralysis, and Amyotrophic Lateral Sclerosis (ALS).

Dr. Gayan Abeygunawardana, a medical officer specializing in anesthesia at Teaching Hospital, Karapitiya, Galle, has endorsed the system,  emphasizing  its  alignment  with  the  urgent  needs  of  paralyzed  and  ALS  patients  in  Sri  Lanka.  Dr.  Abeygunawardana highlighted  the  system's  potential  to  address  both  the  physical  and  emotional  challenges  faced  by  these  individuals,  thereby improving their quality of life and access to essential resources.

Similarly, Dr. W.K. Jayani, also a medical officer at Teaching Hospital, Karapitiya, commended the system's innovative integration of  IoT  and  machine  learning  technologies.  She  noted  that  the  system  effectively  bridges  communication  gaps  in  resource-constrained settings, particularly through its use of eye-tracking technology and Natural Language Processing (NLP). Both experts praised  the  system's  ability  to  empower  patients  to  communicate  more  efficiently  and  independently,  underscoring  its transformative potential for individuals with disabilities in Sri Lanka.


User Feedback and System Evaluation 

To  ensure  the  system's  usability  and  effectiveness,  a  structured  evaluation process  was  conducted  with  caregivers,  who assessed various  aspects  such  as  overall  design,  user  interface  intuitiveness,  functional  understanding,  and  perceived  effectiveness  in facilitating communication for paralyzed individuals. An open-ended section in the evaluation form captured detailed suggestions for improvement, enabling iterative refinements to align the system with the specific needs of its target users. This user-centered design approach highlights the  critical role  of  stakeholder  input in developing assistive technologies,  enhancing their  practicality and impact. The proposed system represents a significant advancement in assistive communication technologies, offering a robust and  user-friendly  solution  for  individuals  with  severe  physical  disabilities.  Its  validation  by  medical  professionals  and  positive caregiver feedback underscore its potential to transform patient care and improve the quality of life for paralyzed individuals.


V. Conclusion 

This research represents a significant advancement in assistive communication technologies, offering a transformative solution for individuals  with  Amyotrophic  Lateral  Sclerosis  (ALS)  and  spinal  cord  injuries  (SCI).  By  integrating  eye-gaze  tracking,  speech recognition,  and  natural  language  processing  (NLP),  the  system  addresses  the  unique  communication  challenges  faced  by  these patients. The  eye-gaze  subsystem  provides  ALS  patients  with a precise, non-invasive method  to  communicate,  while  the  speech recognition  and  response  generation  system  ensures  effective  interaction  for  SCI  patients  who  retain  speech  abilities.  The  dual-system  approach  underscores  the  system's  inclusivity,  catering  to  the  diverse  needs  of  different  patient  groups.  The  NLP-based chatbot  enhances  usability  by  generating  accurate  and  contextually  appropriate  responses,  fostering  greater  social  inclusion, independence, and an improved quality of life for users.

A key strength of this system lies in its localization for Sinhala and English-speaking users, making it particularly relevant to the Sri  Lankan  healthcare  context.  This  culturally  adapted  approach  not  only  addresses  immediate  communication  barriers  but  also serves as a scalable model for other underserved regions facing similar challenges. The integration of real-time gaze tracking with an NLP-driven chatbot represents a novel contribution to the field, demonstrating the potential of combining advanced technologies to create impactful assistive solutions.

Looking  ahead,  further  development  of  a  fully  Sinhala  voice  recognition  and  response  system  could  significantly  enhance  the platform's  functionality  and  accessibility.  Continued  research  and  investment  are  essential  to  expand  the  system's  capabilities, improve  its  adaptability  to  different  linguistic  and  cultural  contexts,  and  promote  its  widespread  adoption.  By  bridging communication  gaps  and  empowering  individuals  with  severe  physical  disabilities,  this  research  lays  the  foundation  for  future innovations in assistive technologies, ultimately contributing to more inclusive and equitable healthcare solutions globally.
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where:
e 0 = softmax function
* z = input vector
® €% = standard exponential function for the input vector element 2;
e K = number of classes in the multi-class classifier

¢ €% = standard exponential function for the output vector element z;
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