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Abstract: Social media platforms like Twitter, Instagram, and Facebook have exploded with user-generated content, offering a 

goldmine of data for understanding emotions online. But detecting nuanced feelings—like joy, anger, or surprise—in short, informal 

posts is far harder than basic sentiment analysis (which just labels things as "positive" or "negative"). 

This paper introduces a smarter way to detect emotions in microblogs by blending cutting-edge NLP and machine learning. Our key 

innovation? A hybrid model that combines the deep contextual understanding of transformer-based models (like BERT) with 

emotion- specific classifiers. Unlike older methods, our system doesn’t just skim the surface—it picks up subtle emotional cues, 

even in messy, slang-filled posts. 

We also tackle real-world challenges: emojis, sarcasm, and ever-changing internet slang. By fine-tuning our model on a diverse 

dataset (covering emotions from disgust to fear), we outperform traditional tools, especially for tricky cases like mixed emotions in 

a single tweet. The results? More accurate emotion tracking for applications like mental health monitoring, brand sentiment analysis, 

and real-time social media trends. 
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I. Introduction 

Social media users now rely on microblogging platforms including Twitter and Weibo alongside Reddit for public debate through 

which they express thoughts and develop opinions and convey emotions in real-time. Big textual databases present researchers with 

an exclusive potential to study human emotional reactions on a previously unthinkable scale. The detection of emotions in 

microblogs faces difficulties because the short text form displays both imprecise language and non-standard vocabulary. The 

detection of fine-grained emotions through emotional classification systems aims to overcome prior limitations by recognizing 

individual emotions such as happiness and anger along with sadness and surprise and fear to provide advanced user sentiment and 

psychological state analysis. Modern NLP along with machine learning techniques have achieved better results in detecting emotions 

in microblog data processing. Progress in research about models and datasets together with multilingual evaluation methods will 

boost the dependability and practical usage of delicate emotional detection methods. The research domain shows substantial promise 

in artificial intelligence development and social media analysis which leads to superior monitoringPage 5ooff 11 -dCiognistaeglna deelrl'aintegrhituà 

man emotional responses.Social media users now heavily rely on microblogging sites like Twitter and Reddit alongside Weibo 

to express their thoughts through public discussions in real time. Large scale textual databases offer scientists an exclusive 
opportunity to study human emotions at universal dimensions. The detection of emotions from microblogs face important obstacles 

because of text brevity as well as ambiguity and Informal textual expression.Conventionally analyzed text sentiments are limited to 

simple classification between positive and negative and neutral text when emotion detection systems fail to deliver accurate results. 

Fine-grained emotion detection addresses this deficit by detecting emotions with precision through identification of distinct 

emotions that include joy together with anger alongside sadness and surprise and fear for deeper understanding of user psychological 

conditions. Natural Language Processing (NLP) and Machine Learning (ML) received recent advancements that made text 

emotional detection achieve elevated accuracy levels. NLP received a breakthrough through Transformer-based models BERT and 

GPT and RoBERTa because these architectures provide models with precise ability to grasp context alongside semantics and 

emotional aspects. The classification of emotions gets improved through advanced ML techniques because they enable the use of 

vast pre-trained models alongside domain-specific fine-tuning methods. Research into microblog data challenges through combined 

lexicon techniques with attention systems and cross-method solutions allows scientists to handle language obstacles from slang and 

emojis and code-switching issues. 

Many different fields find utility in fine-grained emotion detection since it serves mental health assessment together with sentiment-

based customer evaluation and emergency response systems. Detecting initial indicators of depression or anxiety becomes feasible 

through evaluating social media content which leads to prompt intervention opportunities. Measuring customer satisfaction in 

business requires companies to evaluate product and service emotionality which leads to enhanced marketing plan optimization. 

The assessment of public opinion during emergencies including natural disasters and political unrest becomes possible through 

emotion detection for authorities to create customized responses. Researchers struggle to overcome multiple obstacles when aiming 

to detect fine- grained emotions in microblogs including limited available high-quality labeled datasets alongside sarcasm and 

ironical content and small variations in emotions. Interfacing these challenges demands ongoing breakthroughs in NLP systems and 

better data extension methods as well as combined approaches which include text and visual and contextual analysis 
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features.Advanced Natural Language Processing methods together with machine learning approaches make it possible to achieve 

highly precise emotion recognition in microblog contents. Future advaSnubcmesissiionn IDretsrne:aoridc:h::1:3a2b0o7u86t7430 microblog 

emotion detection will drive improvements to model structures as well as dataset collection methods and cross-linguistic analysis 

techniques thus enhancing system reliability and applicability. Although at the early stage this research shows promise to push AI 

advancements it will help social media analytics identify human emotions in digital spaces. 

Literature survey 

The analysis of emotions hidden within textual data presents significant value to because it enables social media surveillance as 

well as customer feedback evaluation and psychological health evaluation. Although sentiment analysis practices identify textual 

sentiment as positive or negative or neutral traditional approaches tend to be broad while fine-grained emotion detection analyzes 

emotions at the specific level through anger happiness sadness fear and surprise detection. methods  

while bringing separate advantages and drawbacks. The first research deployment of sentiment identification used preset emotion 

dictionaries which checked for words that linked to emotional expressions. The WordNet-Affect and the NRC Emotion Lexicon 
function as emotion mapping systems which are widely applied to map words to particular emotional states. Such approaches 

produce results which human experts can understand along with providing straightforward implementation. Student participation 

is adversely affected when microblog data contains informal language and sarcasm as well as evolving slang. Word lists used in 

lexicon-based methods generate performance limitations because they fail to understand context-based meanings of text which 

affects accuracy when analyzing complex sentences structures. 

Researches have used supervised and unsupervised ML approaches to improve emotion detection methods. together with 

Decision Trees belong traditional models which utilize handcrafted linguistic features to perform emotion classification. The 

extraction of relevant features from textual data happens through techniques which include both within these models. ML- based 

models provide better performance than lexicon- based methods yet their operational effectiveness determined significantly by how 

good and broad labeled training data is. Feature engineering stands as a time- consuming process which reduces the ability to scale 

between different domains when working with datasets. Neural network architectures named demonstrate exceptional performance 
in emotion classification because of deep learning technology improvement. The models succeed in recognizing text sequential 

patterns which results in enhanced contextual meaning comprehension. Multiple transformer architectures including BERT and 

RoBERTa together with GPT have revolutionized emotion detection through their capabilities to operate with self-attention 

techniques coupled with contextual embeddings. Transformers stand out by processing text from both directions which results in 

improved detection of fine emotions in brief and abstract microblog posts. Some recent investigations attempt to merge several 

research methods into single models in order to increase emotion detection precision. Hybrid models decide to combine lexicon-

based approaches with deep learning techniques to extract automatic features as well as use linguistic resources in their 

analyPsaegse.6Mof e1t1h-oCdosnstehganta dceollm'inbteignreitàvarious data types through multi-modal analysis techniques now exist to study 

emotions in their entire form. The detection of emotions functions best in social media environments because users express feelings 

through text together with emojis and videos and images. Multi-modal systems create better emotional understanding through their 

capacity to unite numerous data points. 

Need and Significance 

People spread their emotions together with thoughts and experiences across social media networks Twitter Facebook and Reddit. 

The enormous database of user-contributed content creates an excellent chance to detect emotions at a deeper level than standard 
sentiment analysis allows. The method of basic sentiment analysis only provides three classifications which include positive, 

negative and neutral expressions whereas fine-grained emotion detection systems identify distinct emotional states ranging from 

happiness to sadness, anger, fear and surprise. Vital for several enterprises from mental health surveillance to crisis planning and 

customer service improvement and individual content recommendation systems. 

Fine-grained emotion detection mandates implementation due to its capacity to perform immediate public emotion analysis which 

becomes critical during emergencies or crises. Social media operates as the principal communication mechanism that people use 

during both natural disasters and pandemic situations and social movements. Officials together with organizations can use their 

ability to recognize distress and fear emotions in public discourse to act promptly for concern resolution and misinfo prevention. 

Through emotional analysis capabilities governments and humanitarian organizations enhance their disaster response by using 

sentiment-driven online discussion trends for resource planning. Fine-grained emotion detection serves as a primary implementation 

reason because it provides real-time public emotion analysis particularly when emergencies or crises occur. Natural disasters and 
pandemics together with social movements use social media networks as their principal communication method. The detection of 

distressing or fearful or urgent emotional states by public authorities allows them to swiftly offer assistance while also dispersing 

incorrect information. Through this capability governments together with humanitarian organizations can better utilize their 

resources through analyzing emotional trends found in online discussions. 

The business industry requires consumer emotional knowledge to optimize branding and customer service delivery. Sentiment 

analysis systems that operate traditionally detect either positive or negative emotions from customers but fail to deliver specific 

details about their sentiments. Emotion detection at its finest level lets businesses identify which sentiment a customer experiences 

whether they feel pleased, dissatisfied, aggravated or enthusiastic. The analytical capability provides businesses with solutions to 



INTERNATIONAL JOURNAL OF LATEST TECHNOLOGY IN ENGINEERING, 

MANAGEMENT & APPLIED SCIENCE (IJLTEMAS) 

ISSN 2278-2540 | DOI: 10.51583/IJLTEMAS | Volume XIV, Issue IV, April 2025  

www.ijltemas.in                                                                                                                                                   Page  521 
 

and 

enhance their marketing tactics together with better product development and improved customer interactions by responding to 

particular emotional responses. 

Fine-grained emotion analysis serves the healthcare sector in a major way when used to advance research in mental health. People 

frequently post their feelings through social media where users may show indications of depression and anxiety and emotional 

distress. Digital health initiatives benefit through integration of these systems which provide support to individuals who show early 

signs of emotional deterioration. Social media platforms use emotion detection models at a fine level to enhance moderation 

approaches as well as improve user engagement systems. The current content recommendation system based on user preferences 

can become more personalized through emotion-aware 

models that detect normalized emoStuibomniassliosntaItDetsrno:ofidth:::e1:u32s0e7r8s6.7430 Social media businesses can deploy emotion 

detection systems to screen dangerous posts including hate speech, cyberbullying and self-harm content for building a secure and 

positive online experience. 

Computer systems that use NLP and machine learning techniques now achieve advanced accuracy levels for emotional analysis of 

complex descriptions. Previous lexicon-based systems encountered difficulties in understanding informal language and formal and 

sarcastic elements that are typical for microblogs. Modern deep learning techniques have upgraded emotional understanding 

through transformers including BERT and RoBERTa and GPT along with neural networks particularly LSTMs along with CNNs. 

The developed innovations provide enhanced and efficient emotion- detection capabilities which establishes emotion- detection as 

a powerful tool across various application domains. 

Fine-grained emotion detection represents a necessary improvement in sentiment analysis because it delivers perceptive 

understanding of human emotional states to numerous real-world systems. Microblog data emotion classification through precise 

classification methods improves both emergency management decisions and business and healthcare operational capabilities while 

enhancing social media service quality for users. The evolution of machine learning and NLP technologies predicts fine-grained 
emotion detection will promote its crucial function within modern Artificial Intelligence program implementations across multiple 

industrial sectors.Organizations enhance operational approaches while connecting better with their clients through social media 

channels.Business organizations use customer feedback obtained from social media platforms to advance their product development 

and service delivery. Traditional sentiment analysis produces general feedback types while fine-grained emotion detection enables 

companies to detect specific emotions which include excitement, frustration, satisfaction and disappointment. Analyzing both 

product reviews and social media mentions helps business determine customer satisfaction levels for new products and delivery 

services quality through e-commerce operations. The deepened emotional insights help organizations to restructure marketing plans 

and develop better service protocols and create customized experiences. Businesses should use emotional insights for targeted 

advertising campaigns because they produce higher customer involvement and brand dedication. 

Supporting Mental Health and Emotional Well-Being Users frequently share their feelings on social media platforms through 

which they sometimes demonstrate signs of mental stress or anxiety or depression. Fine- grained emotion detection permits 

professional staff to detect initial mental health challenges through time-based assessment of emotional responses. Health 
professionals and support groups can implement this technology within digital mental healthcare programs to deliver immediate 

assistance. AI algorithms built into programs analyze emotional distress to recommend self-care materials as well as relaxation 

strategies or mental health contacts to affected users. Broad emotion analysis allows policymakers to monitor 

population mental health status so they can create appropriate mental health initiatives. 

Proposed system and block diagram 

The developed system boosts the precision of detecting specific emotions within microblog content through modern NLP and ML 

algorithms. The approach differs from standard sentiment analysis because it seeks to 

depends on context meaningfully while operating at scale. System Architecture 

The proposed system contains a range of connected components which perform data gathering followed by initial processing before 

extracting features then classifying results before showing the final outcome. The system functions through these sequence of 

operations: 

will collect  from Twitter  Facebook as well as Reddit employing APIs combined with web scraping tools .  Structured and 

clean data will result from applying preprocessing operations which remove special characters together with URLs and emojis 

and duplicate data entries. The standardized analysis of text data will happen through normalization steps that combine 

tokenization with stopword elimination and both stemming and lemmatization operations. Context-based models or predefined 

dictionaries will handle the processing of informal language features including slang along with abbreviations and emoticons. 

Feature Extraction and Text Representation 

Three techniques that merge text into numeric data format will be used such as Word2Vec, GloVe, and transformer model-based 

contextual embeddings BERT and RoBERTa. The classification accuracy will receive an enhancement from the additional linguistic 

features that include sentiment scores and part-of-speech tagging with dependency relational analysis. 

The system's performance for discerning subtle emotional states will improve with the identification of emotion- related words 
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The 

together with contextual features. 

models to conduct emotional content analysis. 

The research will apply transformed models including BERT DistilBERT and RoBERTa for better analyzing social media content. 

The attention functionality will enable the model to concentrate on emotion-related words together with contextual sentence 

relationships. 

The research will examine various techniques of ensemble learning for boosting classification robustness through the union of 

multiple systems' outputs. 

Multi-Modal Emotion Detection (Optional Enhancement) 

A system improvement for enhanced accuracy could come from including images and emojis along with textual data analysis 

records. 

The combination of CLIP or multi-modal transformers allows processing text and visual content simultaneously to enhance emotion 

detection efficacy. 

Real-Time Emotion Prediction and Visualization 

The system development phase will create user-friendly web-based and mobile applications that detect emotions from live social 

media content or manually added text in real-time. 

The application will use dashboards combined with heatmaps and emotion trend graphs for the presentation of time-based emotional 

analysis results. PerformanceEvaluation and Optimization The system will demonstrate its performance using emotion-labeled 

datasets that are open to the public including GoEmotions and SemEval along with hand-analyzed corpora for evaluation.detect 

various exact instead will basic positPiavgee,7noefg1a1t-iCvoensoergnnaeduetlrla'inltleagbriteàls. The system has been designed to process informal 

social media text which A cross-validation method and Supbamrai smsioenteIDr tron:potidim:::1i:z3a2t0i7o8process will be used to boost model 

performance and 

expand its effective use between different dataset types. Expected Outcomes: 

A scalable detection system will achieve accurate recognition of specific emotions that appear in social media content. 

Enhanced classification performance due to the integration of deep learning and contextual ,embeddings. Potential applications in 

areas such as social media monitoring, mental health analysis, crisis detection, and business intelligence. 

The system utilizes current NLP and machine learning approaches to create a dynamic emotional analysis system for microblog data 

that serves widespread needs in different business sectors.The model operates through NLP and ML techniques to deliver accurate 

fine-grained emotion identification and classification of microblog data. The system leverages deep learning models along with 

contextual word embeddings to perform exact emotion detection of social media text which accommodates its complex and 

informal nature. 

Additional Features: 

The text classification accuracy receives improvements through sentiment polarity scores together with POS tagging and NER 

recognition and dependency parsing. 

Emotion lexicons and domain-specific keyword extraction aid in better understanding emotional expressions.accuracy results. 

The research adopts Machine Learning Classifiers as baseline models in (A). 

SVM yields efficient text classification abilities through its exceptional performance in managing high-dimensional feature 

spaces. 

RF utilizes tree-based structures to deliver enhanced classification results through decision making trees. 

Naïve Bayes acts as an effective probabilistic classifier to analyze text-oriented information. 

(B) Deep Learning Models for Advanced Classification model measures how social media text data depends on the order of the 

content. BiLSTM manages context understanding through its mechanism which processes text information from backward and 

forward directions.Convolutional Neural Networks (CNNs) for Text Analysis: The extracted text-based local features from 

sequences help improve the classification process. 

Model and Architecture 

The design consists of various important sequential stages that follow each other. And system extracts social media text data from 

Twitter Reddit and Facebook platforms with the help of Application Programming Interfaces and automated internet data collection 

tools. 
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Text cleaning operations remove special characters as well as emojis and URLs and stopwords together with repeated character 

occurrences to enhance text quality. Text Normalization implements standardization of social media abbreviations through 

predefined dictionaries and NLP-based transformation approaches which normalize informal expressions along with slang. Text 

processing through Tokenization along with Lemmatization separates sentences into words as base forms for standard 

representation of texts. 

Feature Extraction and Text Representation Word Embeddings: 

The conversion of words into numerical representations takes place through contextual word embeddings including Word2Vec, 

GloVe and fastText. embeddings, RoBERTa,NLP): three emotion detection models BERT, RoBERTa and DistilBERT have been 

specifically adapted for their purpose. The application of self-attention mechanisms leads to better identification of words that are 

associated with emotions. The XLNet and GPT models serve as tools to perform extra contextual studies. 

Hybrid Model (Ensemble Learning): 

Multiple models namely LSTM and CNN together with transformer-based networks merge their capabilities to boost the 

classification results. The attention mechanism allows the model to detect important phrases that expose particular emotional states. 

Post-Processing and Visualization This algorithm assigns emotional categories to text samples by classifying them among the 

Sentiment Trend Analysis: Computes sentiment distribution over time for trend analysis. The system presents data insights through 

combination of dashboards with heatmaps and time-series graphs to support better perception. Through API integration the system 

functions as an API which allows businesses to implement it in real-time applications for both business intelligence and crisis 

management and mental health monitoring efforts. 

Steps of Algorithm 

Step 1: Data Collection 

The system acquires microblog information through platform API endpoints from Twitter and Facebook and Reddit platforms. 

Output: Raw text data. 1 

Step 2: Text Preprocessing Input: Raw text data. 

Operations: 

Clean: Remove URLs, emojis, special characters, and extra 

DistilPBaEgeR8Tof 1c1ap- Ctuonresegcnoandteelxl'itnuteaglritmà eaning and word spaces. Submission ID trn:oid:::1:3207867430 relationships. Normalize: Handle 

slang and abbreviations. Tokenize: Split text into words. Stopwords should be eliminated from the corpus by removing words 

such as "and" together with "the". Text processing application performs word root conversion operations. The text went 

through cleaning followed by tokenization along with normalization. 

Step 3: Feature Extraction Input: Cleaned text. 

Operations: Text input becomes numerical vectors by using different embedding models (Word2Vec, GloVe or BERT).The text 

processing tool extracts three types of features namely part-of-speech tags and sentiment scores and named entities from the input. 

Output: Feature vectors.  

Step 4: Emotion Classification Input: Feature vectors.  

Operations: Deep Learning Models: LSTM, BiLSTM, CNN, BERT. The combination of different models 

through ensemble learning creates improved accuracy from their collective operation. The system predicts 

an emotional label between happiness, sadness and anger during this phase. 

Step 5: Post-Processing and Visualization Input: Predicted emotion labels. 

Operations: Analyze emotion trends over time. Several visual representations of results can include charts together with heatmaps 

and graphical visualizations. Output: Visualized emotional trends.  

Step 6: Real-Time Prediction (Optional) Input: Live data from social media. The system monitors and processes and 

categorizes emotions during ongoing operations. 

Output: Real-time emotion detection. 

Implementation 

Data Collection 

The gathering of required microblog data stands as the initial stage when implementing emotion detection. The collection of social 

media data is possible through the application programming interfaces that Twitter and Reddit and Facebook provide. Data 

extraction happens according to established search parameters that include precise keywords as well as hashtags and user handles. 
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Random Forest 
Long Short-Term Memory 

The gathered data needs to consist of multiple large sets representative of various authentic emotional expressions which appear 

naturally in actual conversations. 

analysis steps. The preprocessing phase includes multiple necessary operations that produce the following results: The initial text 

cleaning phase deletes additional parts which include URLs together with user mentions and emojis and special characters. Text 

cleaning operations simplify texts while stripping away useless information. 

Social media posts present normalized content which features common verbalization mistakes combined with informal expressions 

as well as abbreviations. The system transforms regular expressions through standardization which makes it easier to analyze the 

text content. 

The system divides the text into separate tokens consisting of words to handle them one at a time as individual units. The process 
of Stopword Removal removes basic words from the text including "the" and "is" since these terms fail to contribute significantly 

to emotion analysis. 

A lemmatization process transforms "running" into "run" which produces generalized and less redundant data inputs. 

Feature Extraction 

The processing stage of text directs its information into aspects which machine learning algorithms can understand. The achievement 

of this task depends on word embeddings that create vector-space representations of words. The semantics behind word relationships 

emerge through Word2Vec, GloVe and FastText which helps the system recognize contextual meanings. 

Highly accurate feature extraction results can be achieved by implementing the BERT model (Bidirectional Encoder 

Representations from Transformers) together with its advanced architecture. The text understanding capability of BERT becomes 

powerful because it analyzes word contexts from both directions which proves beneficial for identifying content and emotional 

dynamics. 

The extraction process includes acquiring additional context from various features that include POS tags and NER identification with 

sentiment score computations. The text structure becomes visible through POS tags while NER identifies specific entities consisting 

of people and places which hold emotional importance within the text. The system uses sentiment scores to determine overall text 

sentiment in order to understand post emotional content. 

Emotion Classification 

During the emotion classification section machine learning algorithms analyze each post to get its emotional tones. The task requires 

different models starting from basic up sophisticated architectural designs. together with serve as conventional models for 

executing text classification through Machine Learning systems. The training process utilizes labeled data through which analysts 

have assigned emotion labels to individual posts. The model acquires knowledge from previously examined posts which enables it 

to predict emotions within fresh postings that it has never seen before. The most effective deep learning models which dominate 

language processing include together with 

Text Preprocessing 

The following process begins through text preprocessing of gatherePdagrea9wof t1e1x-tCodnasteag.naTdheell'intteexgtritàpreprocessing step cleans up the  

Texts so they become ready for upcoming such as BERT. The identified models achieve outstanding results when identifying text 

patterns while mastering context analysis and emotional classification of subtle expressions. 

The classification of emotions depends on standardized categories which include happiness sadness and anger as well as surprise 

and others. With features extracted from the input the model selects a predefined category based on its training to identify its correct 

placement. Submission ID trn:oid:::1:3207867430 

 

Post-Processing and Visualization 

The process requires analysis on the results of emotion classification before moving to the next stage. The post- processing stage 

combines classified emotions for display as easily understandable information. Data processing involves presenting emotional 

trends during certain periods and across different areas as well as for particular subjects. 
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The results get presented in an effective manner through visualization tools. Most visualization methods involve bar charts together 

with pie charts as well as word clouds and heatmaps. Such graphical display tools reveal how often different emotions occur 

alongside public sentiment patterns and the relationships between emotions and historical events or passages of time. 

Certain online posts regarding specific events tend to display more expressions of joy than expressions of anger and sadness 

combined based on bar chart representations. Visual representations of these patterns help reveal what people genuinely feel while 

studying public emotions. 

Real-Time Emotion Detection (Optional) 

The application requires real-time emotion detection capabilities in several operational instances. A system utilizing this approach 

enables live monitoring of public reaction during breaking news broadcasts and televised events. Real-time emotion detection 
operates through the continuous post acquisition followed by processing these new auctions directly before conducting real-time 

emotion classification. A real-time systems data collection pipeline is designed to process published content instantly for delivering 

live feedback about public communication patterns. Through real-time system analysis users can acquire instant social media 

sentiment data and this functionality proves valuable for handling crises and monitoring events and tracking trends. of visual content 

analysis (for meme interpretation) and audio processing capabilities (for voice-based social media). The current work, however, 

already addresses a critical need by moving beyond simple sentiment polarity to capture the rich emotional texture of online 

communication, providing insights not just into what users are saying, but the emotional motivations underlying their expressions. 
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